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Preface

The articles in this volume are based on papers
presented at the International Symposium in
Bad Neuenahr November 29 - December 1, 1982.
The meeting was directed by H. Frdhlich and was
sponsored by IBM Deutschland through its Science

and Education Programs Department.



Contents

Coherence in Biology
H. Frohlich. .. ...ttt it iiiiiiiiiietnencacnnannnns e

Coherent Excitations and Raman Effect
F. Drissler and L. Santo (With 4 Figures)..... e et

The Non-thermal Effect of Millimeter Wave Radiation on
the Puffing of Giant Chromosomes

F. Kremer, C. Koschnitzke, L. Santo, P. Quick, and

A. Poglitsch (With 4 Figures)..... PR C et te et

Nonthermal Resonant Effects of 42 GHz Microwaves on the
Growth of Yeast Cultures

W. Grundler, F. Keilmann, V. Putterlik, L. Santo,

D. Strube, and I. Zimmermann (With 15 Figures)...........

On the Microwave Response of the Drosophila Melanogaster
G. Nimtz (With 5 Figures).............. e ecee e e

Effects of Low-level Millimeter Waves on Cellular and
Subcellular Systems

S.M. Motzkin, L. Benes, N. Block, B. Israel, N. May,

J. Kuriyel, L. Birenbaum, S. Rosenthal, and Q. Han

(With 12 FigUresS) cvueeeeereeeeeeeeeennnns et e

Millimeter-wave and Far-infrared Spectroscopy on
Biological Macromolecules

L. Genzel, F. Kremer, A. Poglitsch, and G. Bechtold
(With 10 Figures)...... . .

Excitation of Proteins by Electric Fields
J.B. Hasted, S.K. Husain, A.Y. Ko, D. Rosen, E. Nicol,
and J.R. Birch (With 8 Figures).......cieeeiitiieennnnans

Isotope Effects and Collective Excitations
M.U. Palma (With 3 Figures)..... e e te e e

Long-range Energy Continua in the Living Cell:
Protochemical Considerations
G.R. Welch and M.N. Berry..... e et i et ceeeen

Indications of Optical Coherence in Biological Systems
and Its Possible Significance
K.H. Li, F.A. Popp, W. Nagl, and H. Klima (With 1 Figure)

10

21

38

47

58

71

84

95



VIII

Self-focusing and Ponderomotive Forces of Coherent

Electric Waves: A Mechanism for Cytoskeleton Formation

and Dynamics

E. Del Giudice, S. Doglia, and M. Milani .......cccce.n. 123

Specific Effects in Externally Driven Self-sustained
Oscillating Biophysical Model Systems
F. Kaiser (With 6 Figures).......eeieeenenneennann e 128

Forces on Suspended Particles in the Electromagnetic
Field

F.A. Sauer....... T, et e e 134
Coherent Excitations in Blood
S. Rowlands (With 6 Figures).......eeeeeeenn e es e 145

Intracellular Water, Metabolism, and Cell Architecture:
Part 2
J.S. Clegg (With 3 Figures)........ PR Ceeeeaes et e 162

Coherent Properties of the Membranous Systems of Electron
Transport Phosphorylation
D.B. Kell and G.D. Hitchens (With 5 Figures)......... ee.. 178

Natural Oscillating Fields of Cells
H.A. Pohl (With 4 Figures).......ecieeeenneennn PN 199

The Interpretation and Use of the Rotation of Biological
Cells

U. Zimmermann and W.M. Arnold (With 4 Figures)........... 211

Symposium on Coherent Excitations in Biological Systems:
Some Impressions and Conclusions
H.P. Schwan........... e



Contributors

You will find the addresses at the beginning of the respective contributions

Arnold, W.M. 211
Bechthold, G. 58
Benes, L. 47
Berry, M.N. 95
Birch, J.R. 71
Birenbaum, L. 47
Block, N. 47
Clegg, J.S. 162
Doglia, S. 123
Drissler, F. 6
Fréhlich, H. 1
Genzel, L. 58
Giudice, E. Del 123
Grundler, W. 21
Han, Q. 47

Hasted, J.B. 71
Hitchens, G.D. 178
Husain, S.K. 71
Israel, B. 47
Kaiser, F. 128
Keilmann, F. 21
Kell, D.B. 178
Klima, H. 117

Ko, A.Y. 71
Koschnitzke, C. 10

Kremer, F. 10, 58
Kuriyel, J. 47

Li, K.H. 117

May, N. 47

Milani, M. 123
Motzkin, S.M. 47
Nagl, W. 117
Nicol, E. 71
Nimtz, G. 38
Palma, M.U. 71
Poglitsch, A. 10, 58
Pohl, H.A. 199
Popp, F.A. 117
Putterlik, V. 21
Quick, P. 10
Rosen, D. 71
Rosenthal, S. 47
Rowlands, S. 145
Santo, L. 6, 10, 21
Sauer, F.A. 134
Schwan, H.P. 222
Strube, D. 21
Welch, G.R. 95
Zimmermann, I. 21
Zimmermann, U. 211



Coherence in Biology

H. FROHLICH

Department of Physics, The University of Liverpool, Oliver Lodge Laboratory, P. 0. Box 147,
Liverpool, L69 3BX, England, U.K.

The great success of molecular biology arises from the establishment of the
atomic structure of biological systems such as DNA or proteins. The activity of
these systems does, however, not follow in a simple way from structure as it
frequently can be switched on or off. From the point of view of physics this must
be expressed in terms of non-linear excitations. Quite different types of
excitation often have common general features which has given arise to Haken's
synergetics [1]. Establishment and maintenance of such excitations requires the
supply of energy. Energy supply, in general, leads to heating. In cases which are
of biological interest, however, metabolic energy supply leads to the establishment
of organisation, Prigogines's dissipative structures [2]. Whether the one or the
other holds must be investigated in detail for each system. No general rule has
been found, so far, which would permit a decision between the two possibilities from

structure only.

About fifteen years ago it has been conjectured that coherent excitations
should play an important role in biological activity; and the conjecture was
supported by model calculations ([3], [4], [5]). Such excitations necssarily
contain essential non-linear features. In contrast to the realm of 1linear
excitations, systematic investigation then becomes impossible, in principle, as the
number of states is too large [6]. Biological systems have, however, developed to
fulfil a certain purpose, and it is permissible, therefore, to ask for the purpose
of a certain excitation, a question which in physics is permissible only when
dealing with machines or similar constructions. Special assumptions must thus be

made, and tested against experiment.

The following gives a short survey on the predictions of the theory. The
subsequent papers discuss experimental evidence. Coherence determines properties
at a space-time point (x!, t1) when they are known at another (x,t), such as phase
and amplitude of coherent waves. Three basic types of coherent excitations have

been proposed:
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A. Coherent excitation of a single polar mode ([5], III C).

B. Excitation of a metastable highly polar state ([5], III B).

C. Vibrations arising from more complex processes and giving rise to limit cycles,
or Lotka Volterra oscillations ([5], III E,).

Certain material conditions must be satisfied to permit such excitations. Coherent
excitation of a single mode (A) of the band of polar modes may arise from random
energy supply at a rate S to all or only some of these modes, provided S exceeds a
critical So, S > So, and provided these modes are in strong non-linear, interaction
with a heat bath (e.g. cell water) kept at constant temperature. Establishment of
the coherent excitation will require a certain time after the start of energy
supply. It should be minimal if the energy is supplied directly to the mode that
will be excited coherently. The system, thus, possesses storing capability. A
range of possible frequencies has been proposed (cf [5], III A), in particular the
region of 101! Hz (mm wave region) for sections of membranes, but also lower as well
as considerably higher frequencies characteristic for various Tbiological
molecules. Furthermore, plasma oscillations of electrons in conduction bands may

have to be considered.

A metastable highly polar state (B) may arise from the shape dependence of the
electrostatic and elastic energies of a homogenously polarised and deformed
system. This possibility should in particular arise in highly polarisable and
deformable materials like proteins. This excitation may be supplemented by small
conformational changes, such as the transfer of proteins to different positions,
e.g. as discussed below by Genzel. It must be realised in this context that the
electrostatic energy of a highly polarised molecule may be considerable and can
overwhelm changes in local binding energies. The high electric field in a membrane
may be expected to 1lift proteins dissoloved in it into their metastable highly polar
state. When in the cytoplasm, on the other hand, the high field due to the polarity

of a molecule in the metastable state is likely to be screened by counterions.

The two excitations A and B may have far reaching consequences on the activity
of the relevant systems. It may be noted in particular that they can be switched
on, or off, depending on the energy supply, giving rise to a particular activation
or deactivation. Oscillations of type A yield long range, frequency selective,
interactions between systems with equal excitation frequencies; it will be noted
that electrostatic interaction is usually screened by counterions. This frequency
selective interaction may lead to long range attraction. If this takes place
between enzymes and substrates then it proceeds and initiates the usual short range
chemical interaction by bringing relevant systems together. We note here a
multicausal process, typical for many biological events. It has also been suggested
that the selective long range interaction may be relevant for the control of cell
division, important in the cancer problem ([5], IV D). Excitation A may also

provide facilities for communication within and between cells.



It has been proposed [7] that the high field in membranes would require the use
of non-linear optics for the vibrations based on it and hence give rise to self
focusing and to involvement in the filamentous microstructure observed in eucaryotic

cells.

The highly polar metastable state (B), [8, 9], could represent the active state
of enzymes. It stores energy, and, through its internal field can reduce activation
energies. This excitation could also be effective in transporting energy from
protein to protein. In an array of proteins dissolved in membranes in this way it
would act as a large soliton and it has been shown, in fact, that the relevant basic

potential energy also leads to ordinary soliton solutions [10}.

Considering an array of localised enzymes with activated state described by B,
when excitation A attracts substrates, leads to a Lotka-Volterra type of periodic
enzyme reaction. Taking account of enzyme-enzyme interaction then yields 1limit
cycles, excitation C. The periodic enzyme excitation - diexcitation in view of the
high polarity of B, then causes electric vibrations accompanying the limit cycle,
and a sensitivity to weak external fields. This may trigger a collapse of the limit
cycle and hence a sudden liberation of considerable energy, as will be reported

below by Kaiser.

The consequences of the excitations described above must have decisive
influence on the activity of biological systems. They thus might form the dynamic
complement to structure. A series of experiments has been designed to establish the
existence of these excitations rather than with their biological significance. For
excitation of coherent vibrations (A) the most direct method, at first sight,
appears to be laser Raman effect when the frequency is above 200 cm™!. For then the
ratio of anti- Stokes to Stokes intensity must be noticeabilty larger than in
thermal equilibrium. Such experiments have, so far, been carried out on bacterial
cells only where a number of experimental difficulties arise. Some of them are
connected with the high dilution required to keep the cells in their active state so
that a very high degree of synchronisation is necessary (cf [11}). These
difficulties have been overcome in the experiment reported by Drissler, below, which
indicates strong exci%ation of a vibration which attracts nutrient molecules into a
cell. This interpretation would permit verification by direct measurement of the

nutrient influx into a cell which should exceed that arising from diffusion.

Existence of a metastable state (B) in Langmuir-Blodgett layers of proteins is
reported below by Hasted. It is reached through application of very high electric
fields which indicates implication of the required high dipole moment though at a
later stage this will be screened by counterions. Investigations by Mascarenhas

[12} with the electret method may be relevant in this context.

Decisive evidence on A arises from experiments on the action of low intensity

mm waves on biological materials. It will be noticed that the frequencies are in



the range predicted for membrane vibrations. Intensities usually are below 10mW/cm?
which excludes thermal effects, as well as direct i.e. non-linear action on an
ordinary system [13]. The conclusion must thus be drawn that biological systems
have developed an organisation that makes them particulary sensitive to low
frequency mm waves. Note that a properly tuned radio is, of course, very sensitive
to radio waves of extremely low intensity. This instrument has been specially
designed for our needs. There is no evolutionary need, however, for biological
systems to be sensitive to external mm waves. The conclusion must then be drawn
that the biological systems themselves make use of vibrations in this frequency

region i.e. that they use excitation A, or possibly C.

A basic result of the theory requires the energy supplied to cause the
excitation to exceed a critical value S,+ This gives rise to a step-like response
similar to a phase transition. If the system is in a state close to the step this
small external energy supply may trigger off the excitation. Also if the coherent
excitation is already excited, but not to its ultimate value, then energy supply at
the frequency in question will increase the amplitude. The exact type of excitation
may, of course, vary from case to case. Thus apart form the above mentioned case A,
a limit cycle of Type C may also be sensitive to weak external fields, as mentioned

above.

Sensitivity to low intensity radiation may also arise from cooperative action

of a number of charges as is available in the highly polar metastable state B.

The subsequent articles by Grundler, Kremer and Nimtz provide excellent
evidence for the existence of such excitations though they can not yet specify
details. More direct evidence for the use made of coherence in biological activity
requires investigation of specific biological processes. A first step in this
direction is discussed below, by Kell. Evidence for attraction between cells,
arsing from excitation of membrane vibrations has been obtained for the case of red
blood cells by Rowlands, as shown in his article, below. Experiments by Brewer and
Bell [14] on the 1long range interaction between amoebae and anion-exchange
particles, and by Roberts et. al. [15] on the intracellular migration of nuclear
proteins might also find their explanation in terms of our long range frequency
selective forces. Evidence for the existence of relatively 1low frequency
vibrations, with possible significance for cell division is presented below by
Pohl. It thus appears that the evidence for the existence of coherent excitations
is very strong. So far, however, very little insight has been gained on their
specific biological significance. Experiments of a different nature will have to be
designed for this purpose. We are dealing with cooperative phenomena, and it would
seem that multicellular systems should make use of coherent excitations to a larger
extent than single cells. Investigations of differentiated tissues are thus highly

desirable.
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Coherent Excitations and Raman Effect*

F. DRISSLER and L. SANTO
Max-Planck-Institut fiir Festkorperforschung, Postfach 800665, D-7000 Stuttgart 80

At first sight measurement of the intensity ratio of antistokes to
stokes Raman lines offers a straight forward method for determining
the above thermal excitation required by theory. Early measurements
/1/, in fact, have confirmed such excitation in the 100 cm~! region.
Clearly much more spectacular enhancement should be expected in the
higher frequency region near 1000 cm~!, but, so far, stokes spectra
only have been taken /2/. Figure 1 shows our result on the time depen-
dence of the E.coli spectra indicating the appearance, and disappe-
rance, of lines as the activity of the bacteria developes. The neigh-
bourhood of the waterband at 1640 cm~! provides the possibility for a
rough estimate of intensities. At the high dilution required for the
maintainance of the activity of the bacteria, an intensity enhancement
of the order 105 would be required to find lines of the measured
intensity /3/. As a consequence it can be concluded that a number of
cells must oscillate coherently, for then the intensity is
proportional to the square of the number of oscillating centers. This
should explain why, in the time available to us, we were unable to

reproduce this result.

Clearly a highly efficient method of synchronisation is required, and
we have been advised by Dr. W. Messer (Max-Planck-Institut fir
molekulare Genetik, Berlin) that the method described in /2/ will only
occasionally lead to the required result. To ensure a single cell to
be exposed to the dangerous laser light for very brief periods only,
we employed a flow arrangement in our experiments. We used the

647.1 nm line of a krypton laser.

* In agreement with the authors, this paper was extracted from their
notes and supplied with theoretical comments by myself. For
personal reasons the authors are unable to continue this
research.

H. Frdohlich
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For the following experiments we used a method of synchronisation
suggested by Dr. Messer and described in /4/. Following the thymine
starvation described there the cells were resuspended in minimal
medium, and we investigated the behaviour of nutrient lines near
980-990 cm~!, which are due to (NH,),S0, and K,HPO, . The results are
shown in the subsequent figures; we have not yet shown whether the



synchronisation is relevant in this case. Figure 2 shows the stokes
line at the beginning and after eight hours, demonstrating the

changes of concentrations.

Figure 3 presents the corresponding antistokes line at 980-990 cm~1.
Intensities of both stokes and antistokes lines were followed for
about 4 hours ahd are shown in Figure 4a. Assuming the stokes inten-
sity to be in thermal equilibrium, the corresponding antistokes inten-
sity can be calculated. Figure 4b demonstrates that the measured anti-
stokes intensity is higher by a factor between 5 and 15. Figure 4c
shows the increase in cell density as measured by the rayleigh
scattering of the sample.

Fig.4a. Time dependence of nutrient stokes and
antistokes Raman intensities at 980-990 cm~!l.

Fig.4b. Comparison of measured antistokes/stokes
intensity with that calculated from the stokes
intensity in thermal equilibrium.

Fig.4c. Change of cell density with time.

The only source of energy required here arises from cell metabolism.
We can conclude then, that only nutrient molecules in or near a cell
are excited, and that their amount of excitation is higher than the
above by the very large factor of the ratio of the total number of

relevant nutrient molecules to the number of excited ones.



The subsequent attraction is, of course, one of the main consequences
of the theory of coherent excitation. A systematic investigation
should permit determination of the time and distance a nutrient
molecule spends in diffusion; subsequently it will be possible to
decide whether nutrient molecules are attracted already outside a
cell, or whether the attraction arises within the cell only.

It is regretted that these investigations cannot be continued at

present.
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The Non-thermal Effect on Millimeter Wave Radiation on the
Puffing of Giant Chromosomes

F. KREMER', C. KOSCHNITZKE? L. SANTO’, P. QUICK? and A. POGLITSCH!

! Max-Planck-Institut fiir Festkorperforschung, Heisenbergstr. 1, D-7000 Stuttgart 80
? Institut fiir Allgemeine Genetik; Universitit Hohenheim, Garbenstr. 30, D-7000 Stuttgart 70

ABSTRACT

A non-thermal influence of millimeter wave radiation (swept in
frequency from 64.1 GHz to 69.1 GHz, sweeptime 6 s, and with stabili-
zed frequencies of 67.200 * 0.001 GHz and 68.200 * 0.001 GHz, power
density < 5 mW/cm?) on the puffing of giant chromosomes of the midge
Acnicotopus Lucidus (Diptera, Chironomidae) was found. The effect is
manifested as a reduction in size of a specific puff that expresses
genes for a secretory protein. The experiments were carried out blind
and the effect could be established to a level of significance of

P <0.5 %. Concerning the very low photon energy of mm-waves compared
to the thermal energy kT, we conclude that the coherence of the
radiation must be decisive for the observed effect. Our result could
possibly be understood by H. Frdhlich's (1-2) theory of coherent

electric vibrations in biological systems.

INTRODUCTION

The non-thermal influence of millimeter wave radiation on biological
systems is a topic of considerable importance not only for the under-
standing of the mechanisms of interaction between electromagnetic
radiation and living systems (1-2) but also for the establishment of
safety standards against possible hazards from microwaves. Several
biological effects of low-intensity millimeter wave radiation have
been reported (3-7), among them genetic effects in Drosophila melano-
gaster (4,6). In studying the puffing pattern of giant chromosomes in
salivary glands of the midge Acnicotopus ALucidus we found that a

certain puff, the Balbianiring BR2 in the chromosome TII exhibits

reductions after irradiation with millimeter waves (Fig.l).

Coherent Excitations 1n Biological Systems
Ed. by H. Frdhlich and F. Kremer
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Fig.l. a) Balbianiring BR2 (control), fully decondensed.
b) BR2 locus after (2 hrs) irradiation with millimeter
waves. The BR2 has regressed. The chromatine fibrills are
totally condensed and the surrounding puff-material
(ribonucleoprotein) has disappeared. Scale bars: 10um.
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THE MM-WAVE-SYSTEM AND THE IRRADIATION SET-UP

The irradiation set-up included two electromagnetically isolated
chambers; one for irradiation and one for control. As mm-wave source a
Backward-Wave-Oscillator (RWO 80, Siemens) was used (Fig.2)

The frequency was swept between 64.1 GHz and 69.1 GHz (Sweeptime: 6s).
For experiments with single stabilized frequencies two source-locking
counters (EIP 471) were employed. One stabilized the local oscillator
(10 GHz - 15 GHz, accuracy of the stabilization: * 2 Hz, absolute
accuracy of the counter: 103 Hz). The other one counted the inter-
mediate frequency (IF) and stabilized directly the Backward-Wave-
Oscillator, (accuracy of the stabilization: * 1 MHz). This IF signal
resulted from the mixing of the mm-waves with a harmonic of the local
oscillator signal (LO). The forward power was measured as 20 * 2 mW
and the power reflected by the sample container as 2 * 0.5 mW. Thus a
power of 18 * 2 mW entered the sample container. After passing through
the medium layer of at least 200 um thickness the power was reduced to
4.5 £ 0.5 mW (calculated by using the absorption coefficient

o = 70 cm~! of water (8) at 7 x 1010 Hz for the medium). This resul-
ted in a power density of less than 5 mW/cm? (horn area 1.6 cm?).

The salivary gland was placed in a sample container which consisted of
a fused silica plate with an indented circle of radius 40 mm and depth
0.2 * 0.02 mm (Fig.3). In its centre two further circular incisions of
diameter 2 mm and depth 0.3 * 0.02 mm were prepared. One salivary
gland was put in each of these last indentations. Cannon's medium (9)

was added and then the sample container was covered by an oxygen-
permeable membrane. The glands are sac-like and have a diameter of

about 0.25 - 0.30 mm. Thus the layer of aqueous medium between the
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membrane and the glands was at least 0.2 mm thick. The sample
container was positioned on a fused silica temperature controlled dish
(9.0 *0.1°C). To average over the standing wave pattern between the
horn antenna and the sample container the whole dish was moved up and
down in front of the horn with an excursion of several wavelengths (as
indicated by the arrow in Fig.3).An identical dish was mounted in the
control chamber.

To measure the microwave induced temperature increase of the sample a
micro-miniature thermal probe (diameter: 0.2 mm, thermal rise-time:

3 ms) was used (Fig.3). By inserting this with an x-y drive quickly
into the sample (time needed: about 5s) its temperature was measured
in less than a second. This time is short compared to the thermal
rise-time of the whole sample (about 40 s), so that the disturbance of
the near-field of the horn due to the metallic thermo-couple could
only negligibly influence the sample temperature. By measuring the
sample-temperature without and with radiation present the microwave-
induced temperature increase was found to be less than 0.3°C for a
forward power of 20 mW. For the actual irradiation experiments the
thermal probe was removed.

BIOLOGICAL SYSTEM

We used larvae of the midge Aciadlcotopus Ludidus in their fourth larval
instar. The larvae were dissected and their paired salivary glands
taken out for the experiment. The salivary glands are composed of two
clearly different cell-types. These cell types correspond to morpho-
logically distinct lobes, designated main lobe and anterior lobe. Each
main lobe consists of about 50-60 cells whereas the smaller anterior
lobe has 12-20 cells. The nuclei of all cells contain 3 polytene giant
chromosomes. In these chromosomes cell type specific Balbianirings are
developed: Balbianiring BR1 and BR2 on chromosome I and II in the main
lobe, Balbianiring BR3 and BR4 on chromosome I and II in the anterior
lobe. The appearance of these Balbianirings can be directly inspected
with cytological methods, moreover they are reflected by the produc-
tion of cell-type specific secretion proteins at the cytoplasmic level
(9-14). Thus this system permits the simultaneous examination of
different Balbianiring-patterns in 2 diversely differentiated cell-
types. Since in preceeding irradiation experiments no obvious reac-
tions at other Balbianiring sites had been observed, we only examined
the BR2.
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The puffing-phenomenon is a highly complex process which does not
depend solely on transcriptional activity, i.e., enzymatic activity of
RNA-polymerases. It comprises interactions between transcription, RNA-
processing, packaging of RNA with distinct nuclear proteins -and
storage or transport of ribonucleoprotein-products. Especially for the

appearance of the BR2, post-transcriptional processes are of particu-
lar importance. This is obvious when one considers some of the unusual
properties of this predominant, cell-specific puff. First, its large
size does not correspond to its relatively low rate of transcription
as compared to all other so far examined puffs of the Balbianiring
type (15,16). Secondly, this extraordinary high ratio of nonhistone
proteins to RNA at the BR2-puffing border points to a leading role for
the post-transcriptional events in the regulation of the BR2-gene
expression (16). When judging the cellular consequences of BR2-

regression it is of interest that a cytological disappearance of the
BR2-puff only has been demonstrated to be correlated with an exclusive
inhibition of RNA-synthesis at the BR2-locus and loss of synthetic
capacity for a specific secretion component (11-14) of the saliva.

EXPERIMENTAL PROCEDURE

For the experiment the paired salivary glands from larvae of the
fourth larval instar of Acidicotopus Lucidus were dissected. One gland
was placed in the irradiation chamber and the other in the control
chamber. Immediately after irradiation (2 hrs) each gland was fixed
with ethanol-acetic acid (3:1). The samples were stained for squash
preparations. Three different types of Balbianirings BR2 were distin-
guished: normal, weakly reduced, and strongly reduced. Correspon-
dingly, for one gland the numbers of normal (m;) and weakly reduced

(my), and strongly reduced (m3) Balbianirings BR2 were determined and
m3

the reduction probability r3 = ETI_EZ:—EE was calculated for the

sample in the (sham)-irradiation chamber (r31rr.) and the control

chamber (racontr.)'

All experiments were carried out blind, i.e, the examining biologist
did not know which sample was irradiated and which had served as
control. Furthermore, without informing the biologist three different
types of experiments were carried out: I. sham-exposure experiments,
II. experiments, in which the sham-exposed sample was warmed up by
2.5°C over the control by extra heating, III. irradiation experiments.
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RESULTS AND STATISTICAL ANALYSIS

For the statistical analysis the difference Ar3 between the probabili-
ty of a strong reduction r; of a gland placed in the irradiation

i . contr.
chamber r31rr

and in the control chamber rj is calculated (s.
Tab.l and Fig.4). Two statistical tests were employed: The #*-Test and
the U-Test of Mann-Whitney (17). The *-Test calculates the probability
to find k or more "successes" (Ar > 0) in n trials assuming a binomial
distribution with p = 1/2 (i.e. no difference between irradiation and
control). The U-Test measures the probability that two experimental

series belong to the same distribution.

Type n Ar, s k 1 P, P,
I sham-exposed 43 0.0085]0.012(23.5]19.5/27.1 /
(2363)

I1 sham-exposed 20 0.0060({0.011110.5| 9.5[41.2(27.4
with additional (1181)
heating of 2.5°C

IIIa 64.1 GHz - 69.1 GHz 35 0.0523(0.020(22.5|12.5| 4.5| 4.2
Power density: (2000)
< 5 mW/cm?

IIIb 67.200 * 0.001 GHz 13 0.0606(0.017|11.5| 1.5 0.2 0.5
Power density: (707)
< 5 mW/cm?

IIIc 68.200 * 0.001 GHz 17 0.0525|0.012|14.5| 2.5| 0.1| 0.4
Power density: (931)

< 5 mW/cm?

Tab.l. n: number of gland pairs (number of chromosomes in brackets)
Ar3: mean value of Ar3 for the different types of experiments.
S: standard deviation of the mean value. k: number of
"successes" with Ar3 > 0. 1l: number of "failures" with
Ar3 < 0; in cases of Ar; = 0 we counted k = 1 = 0.5.
P1: probability in percent for k or more suczesses in n trials
assuming a binomial distribution with p = 1/2.
P2: probability in percent that the experimental series (II,
IITa-IIIc) belong to the same distribution as sham exposed
series (I) according to the U-Test of Mann-Whitney (17).
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In Fig.4 the values corresponding to Tab.l are plotted.

Fig.4. The dots represent the difference Arg= r3lfF-— p3Contr. gy
one gland pair each in the sham exposure (I), the sham
exposure with additional heating of 2.5°C (II) and the
irradiation experiments (III). The shaded columns indicate
the mean value of all Ar in one type of experiment, the empty
columns the standard deviation of the mean value.

In the previous analysis only the strong reductions m3 were regarded.
Also a weighted reduction probability defined as
lem;+ 2¢mp+ 3em;

r= M ¥ Tpt Ts was calculated for the gland in the (sham)-

irradiation chamber (r 1rr.) and the control chamber (rwcontr.)‘ Then

w o,
the difference Arw = ¢ FEe_ ¢ contr. was determined. The result is

w w
shown in Tab.2.
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Type n Ar s k 1 P, P,
I sham-exposed 43 0.0023|0.0418| 24 19 |27.1 /
(2363)
II sham-exposed 20 0.0202}0.0520| 10 10 |58.8 37.8
with additional (1181)
heating of 2.5°C
ITIa 64.1 GHz - 69.1 GHz 35 0.1623(0.0438| 27 8 0.09 1.0
Power density: (2000)
< 5 mW/cm?
IIIb 67.200 * 0.001 GHz 13 0.1613|0.0436{( 11 2 1.1 2.0
Power density: (707)
< 5 mW/cm?
IIIc 68.200 * 0.001 GH=z 17 0.17660.0183| 17 0 0.001} 0.1
Power density: (931)
< 5 mW/cm?
Tab.2. n: number of gland pairs (number of chromosomes in brackets)

Br,: mean value of Ar, for the different types of experiments.

H standard deviation of the mean value. k: number of
"successes" with Ar,> 0. l: number of "failures" with Ar, < 0;
in cases of Ar = 0 we counted k = 1 = 0.5.

P1: probability in percent for k or more successes in n trials
assuming a binomial distribution with p = 1/2.

P2: probability in percent that the experimental series (II,
IITa-IIIc) belong to the same distribution as sham exposed
series (I) according to the U-Test of Mann-Whitney (17).
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CONCLUSIONS

While for both sham-exposed series (I, II) no significant effect
is observed, a highly significant effect is found when the mm-wave
radiation is present (III) (Tab.l and 2). Note that the mm-waves
stabilized in frequency (IIIb and IIIc) seem to be more effective

than swept frequencies (IIIa).

Since in the experiment of type II the sham-exposed sample was
warmed up by more than the eight-fold mnicrowave induced
temperature increase, the failure to find a significant effect
proves that the influence of the irradiation cannot be of thermal
origin. It should be noted that a localized overheating of the
sample above the temperature of the surrounding medium is not
possible because of the facts that the sample itself contains
about 90 % water and that the mm-wave absorption of the protein-
material is about hundredfold smaller than that of water (18,19).
So the thermal properties of the sample can be considered as that
of water while its mm-wave absorption cannot exceed that of the

surrounding medium.

The energy of a mm-wave photon hv (for v = 7 x 10!0 wHz:
2.9 x 10-% eV) corresponds to less than 1/200 of the thermal
energy kT at 300 K. Therefore, a single photon process cannot
explain the influence of the irradiation. So we must conclude that
the coherence of the applied radiation is decisive for the
observed effect.

The observed effects occur at a power density of less than

5 mW/cm? This corresponds to a field strength in the medium of
about 0.7 V/cm. This value is much smaller than physiological
field strengths (e.g. field strength across the nerve membrane:
105 v/cm).

Assuming a dipole interaction of the outer electromagnetic field B
with the biological system the interaction energy 1.E has to be
large compared to the thermal energy kT of the system:

neB >> kT

Inserting for the field strength E 0.7 V/cm a value of |u| > 108
Debye results for the dipole moment (4.8 Debye is the dipole
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moment of a dipole with one elementary charge and a length of 1
R ) . For a dipole of length 1 and with N elementary charges e it
holds:

B = N-e-l

From that one finds
N+l > 107 A = 1 mm

an unrealistic value. This shows that the observed effects cannot
easily be understood in terms of a simple dipole interaction. An
interaction of higher multipoles with the outer electromagnetic
field is also not probable.

6. The observed effects could be understood following Fr&hlich's
(1-2) conjecture of coherent electric vibrations in biological
systems. Their frequency - if based on membrane oscillations - is
estimated to be of the order of 10!° Hz to 10!! Hz. So the
observed effect could possibly be comprehended by assuming that
the externally applied radiation field influences the excitations
of the biological system.

7. Our result could be of importance in the discussion of safety
standards with regard to possible hazards from millimeter wave
radiation. It is shown that millimeter waves of a power density
less than 6 mW/cm? exert a non-thermal influence on the
chromosomes of our eucaryotic system. This 1level is below the
safety standard of 10 mW/cm? in most European countries and the

USA.
References
1) Frdhlich, H. Intern.J.Quant.Chem. 2, 641-649 (1968).
2) Frthlich, H. in: Advances in Electronics and Electron Physics,

Academic Press 53, 85-152 (1980).

Webb, S.J. and Booth, A.D. Nature 222, 1199-1200 (1969).

Devyatkov, N.D., Bazanova, E.B., Bryukhova, A.K, Vilenskaya, R.L.,
Gel'vich, E.A., Golant M.B., Landau,N.S., Mel'nikova, V.M.,
Mikaélyan, N.P., Okhokhonina, G.M., Sevast'yanova, L.A.,
Smolyanskaya, A.Z., Sycheva, N.A., Konrat'eva, V.F., Chistyakova,
E.N., Shmakova, I.R., Ivanova, N.B., Treskunov, A.A., Manoilov,
S.E., Strelkova, M.A., Zalyubovskaya, N.P., Kiselev, R.I., Gaiduk,
V.I., Rhurgin, Y.I. and Kudryashova V.A., Scientific sessions of
the division of general physics and astronomy (Jan. 17-18, 1973),
USSR Academy of Sciences, Sov.Phys.-Usp. (Translation) 16(4),
568-579 (1974).

W
~— —



5) Berteaud, A.J., Dardalhon, M., Rebeyrotte, N. and Averbeck, D.,
C.R.Acad.Sc.Paris, 281, 843-846 (1975).
6) Dardalhon, M., Berteaud, A.J. and Averbeck, D. in: Int.Symp. on

Biological Effects (URSI), Airlie (USA)
c 2, 25 (1977).

7) Grundler, W. and Keilmann, F., Z.Naturforsch. 33c, 15-22 (1978).

8) Szwarnowski, S. and Sheppard, R.J., J.Phys.E 10, 1163-1167 (1977).

9) Ringborg, U., Daneholt, B., Edstrdm, J.E. Egyhazhi, E. and
Rydlander, L.J., Molec.Biol.51, 679-686 (1970).

10) Mechelke, F. Chromosoma 5, 511-543 (1953).

11) Panitz, R. Biol.Zbl. 86, Suppl., 147-156 (1967).

12) Baudisch, W. and Panitz, R., Exp.Cell Res. 49, 470-476 (1968).

13) Panitz, R. in: Results and Problems in Cell Differentiation,
Vol.1V, (ed.W.Beermann) 209-227 (Springer Verlag Berlin-
Heidelberg-New York, 1972).

14) Baudisch, W. in: Biochemical Differentiation in Insect Glands
(ed.W.Beermann) 197-212 (Springer Verlag Berlin-Heidelberg-New
York, 1977).

15) R. Panitz, E. Serfling, V. Wobus, Biol. Zbl. 91, 359 (1972).

16) P. Quick, Doctoral thesis, University of Hohenheim, 1982.

17) Siegel, S. Non-parametric Statistics for the Behavioural Sciences
(McGraw-Hill, New York, 1956).

18) F. Kremer, L. Genzel, Invited talk on the 6th International
Conference on Infrared and Millimeter Waves, paper T-1-4, Miami
Beach, December 1981.

19) L. Genzel, F. Kremer, A. Poglitsch, G. Bechtold accepted for
publication in Biopolymers.



Nonthermal Resonant Effects of 42 GHz Microwaves on the
Growth of Yeast Cultures

WERNER GRUNDLER!, FRITZ KEILMANN?, VERA PUTTERLIK',
LANNIANTI SANTO? DIETRICH STRUBE/, and INGRID ZIMMERMANN!

! Gesellschaft fiir Strahlen- und Umweltforschung, D-8042 Neuherberg
2 Max-Planck-Institut fiir Festkorperforschung, D-7000 Stuttgart 80

ABSTRACT

Repetition of our earlier experiment has confirmed that the growth
rate of aqueous yeast cultures is affected by weak microwave radiation
in a frequency-selective manner. The extensions of the experimental
procedure included a refined frequency stabilization, refined power
recording, impedance matching elements, two geometrically different
antenna structures and two recording photometers. Laser thermometry

was employed to locate any hot spots.

The result is that depending on the frequency (near 42 GHz) both
increases and decreases of the growth rate occur, within resonance
bands of only 8 MHz full width at half maximum. The effects are repro-
ducible over 1long periods (years) and with different irradiation
geometries. A rather flat intensity dependence is found, e.g. constan-
cy of the effect at 41782 MHz for nearly an order of magnitude

variation of applied power.

Microwave-induced heating was measured to amount to 0.6°C for the
highest power applied, and to be spatially homogeneous within 0.02°C
throughout the stirred liquid culture. This calls for a nonthermal
origin of the effect. On the other hand single-quantum effects seem
unlikely since the microwave photon energy is much smaller than the
thermal energy kT. These findings therefore support thecoretical models
which suggest the existence of specialized many-quanta receivers, e.g.

coherent molecular oscillations.
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Ed. by H. Frohlich and F. Kremer
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INTRODUCTION

Theoretical considerations by Fr8hlich have suggested that 1living
objects might contain systems exhibiting large-amplitude oscillations
at high frequencies /1-3/, a conjecture with quite far-reaching conse-
quences for our understanding of biological processes. Excitation of
such systems is thought to ordinarily occur through metabolic pumping.
Radiative processes on the other hand would open such systems to spec-
troscopic investigations. A trigger action of resonantly applied
external radiation has been discussed in a detailed nonlinear oscil-

lator model ("limit cycle") by Kaiser /4/.

In this respect, our earlier experiment /5/ on the influence of low-
intensity millimeter microwaves on the growth of yeast was very
interesting. It did show a resonant (Q = 103) action on the growth in
contrast to all spectroscopic evidence /6/ which supports the usual
expectation that only broadband, nonresonant absorption features exist
in biological materials at these frequencies. Since the pioneering
work of Webb on E. coli /7/, further evidence of resonant action of
millimeter waves has been established in a number of systems /8-11/.
Other studies report nonthermal effects on further biological systems,
investigated at certain fixed millimeter wave frequencies /12-20/. On
the other hand some attempts have failed to demonstrate effects /21-
25/. Recent results of USSR groups are described in /33/.

The purpose of this contribution is to sum up our recent activity /26-

32/ concerning the nonthermal resonant influence of microwaves on the

growth of agqueous yeast cultures.

EXPERIMENT

As in ref. /5/, we used a diploid, homozygot and isogene wild type

strain of Saccharomyces cerevisiae (type 211). The cells were grown on

agar plates for three days at 30°C. These plates were stored at 4°C.
Cells for liquid suspension were taken from these plates after 10 to
16 days. With starting concentrations of about 3.105 cells/cm3 these
cultures were held in small glass cuvettes equipped both with mechani-
cal stirrers and with submersible teflon antennae used for coupling in

the microwaves.
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The simultaneous growth of two yeast cultures was measured in two
double-beam spectrometers (Beckman Acta CIII and Beckman M24), set at
550 nm. The reference cuvettes contained plain growth medium. The
extinction or optical density E due to the yeast cells is dominated by
light scattering /26/. Since a certain part of the scattered light
arrives at the detectors the photometers measure a somewhat reduced
extinction. Because of the different optical systems employed in both

instruments, the calibration curves (Fig.l) vary.

Fig.l. Calibration of the two photometers used. First the concentra-
tion of a stationary phase yeast culture was obtained by
microscopic counting, and then the extinction was measured for
a series of dilutions (in medium), in a 1 cm pathlength
cuvette.

The apparent optical density signals VOD were amplified in logarithmic
amplifiers and continuously recorded as 1n Vop VS- time t. After
several hours of lag-phase the yeast cultures attain the exponential
growth phase which manifests itself in a linear trace of which the

slope is read out to give the growth rate u = t=! 1n Vv A correction

oD*
factor of 1.07 is applied to obtain p in the M24 to correct the

slightly nonlinear response of this instrument (Fig.l).

The growth rate p is found to be about 0.55 h~! at 31°C, with only
weak dependence on temperature dp/pdT = 0.027 or 0.019°C~! at 31 or
33°C, respectively (cf. Fig.3 in /28/). Both sample cuvettes were
stabilized in temperature from a common water thermostat, at 30.7°C in
all experiments reported here.
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The sample cuvettes were equipped with two types of submersible anten-
nae. One was the "fork"-shaped antenna already used in the earlier
experiments (Fig.5 in /5/). The other was of a much simpler cylindri-
cally symmetric shape ("tube" Fig.2)

Fig.2. Scale drawing of a 1 cm pathlength photometer cuvette equipped
with mechanical stirrer and "tube" shaped teflon antenna.

Fig.3. Growth rates obtained in consecutive experiments at 30.7°C

with photometer Acta CIII (x) and M24 (o) using fork antennae
(no irradiation). The lower plot gives the ratio § = ux/uo.

In spite of a rather strict preparation procedure to obtain standar-
dized cultures the growth rate p is found to vary from day to day, as
seen in Fig.3, within a range of * 10 %.
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Fig.4. Normalized growth rates i with no irradiation applied,
obtained in a long series (see also Fig. 9b), using tube
antennae.

These data show that the normalized growth rate observed for simulta-
neously growing cultures stays within rather narrow fluctuation limits
of 1 + 0.04. Therefore we carried out the irradiation experiments by
applying microwaves to the sample in the photometer Acta CIII only,
and by plotting normalized growth rates ux/po (in Fig.9 below).
Usually the power was turned on after one hour of exponential growth
and By, was determined from the slope thereafter (Fig.8).

The microwave system is shown schematically in Fig.5 below:

ISOLATOR ATTEN?ATOR
BACKWARD
PO\AS/:REE;,TJPPLY 1 WAVE % ’
OSCILLATOR 10db 7
10db
INCIDENT
ATTENUATOR POWER
REFLECTED
POWER
HARMONIC 0db \erER
MIXER
STABILIZER \E X-Y TUNER
LOCAL
SPECTRUM INTERMEDIATE ZR;?UENCY CAMPLE
z | 4
ANALYSER |~ FREQUENCY 30MHz SAMPLE
STABILIZED
OSCILLATOR

As a microwave source we used a Siemens BWO 60 backward wave tube
capable of emitting up to 50 mW in the range 40 to 60 GHz. This oscil-
lator was controlled by a Micro-Now 702/703 C power supply connected
to an Alfred 650 sweep unit. The frequency was stabilized in respect
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to the third harmonic of a Marconi 6150 oscillator which in turn was
phase-locked to an EIP 371 source-locking counter. Feedback from a
Micro-Now 211-Cl stabilizer to the G2 grid of the BWO power supply
resulted in marginal phase 1locking only, with a retain bandwidth
exceeding * 5 MHz. Altogether, the frequency was stabilized to a band-
width of * 0.3 MHz (FWHM) around a set point which was absolutely
calibrated to better than 0.1 MHz.

The microwave line to the sample consisted of standard components with
an overall length of 1 m. Forward and backward power were monitored
with a Hewlett-Packard 432A power meter and calibrated diodes. The x-y
tuner was adjusted in each experiment to minimize the reflected power.
Standing wave resonances of this line were measured with the filled
sample cuvette in place (fork antenna).
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Fig.6. Reflectivity of sample/transformer combination for four
different settings of the transformer.

The magnitude of the observed reflectivity and the spectral periodi-
city (roughly 250 MHz) of the standing wave resonances can be well
understood from simple estimations involving the length as well as the
reflection coefficients at the ends of the transmission line /27,30/.
In the actual irradiation experiments the frequency was first stabili-
zed and the transformer then adjusted for zero reflectivity. The

forward power passing the transformer was then continuously recorded.
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In addition a direct recording of the power absorbed in the sample
cuvette was routinely performed. Quite similarly as in our earlier
experiment /5/ we measured the slight steady-state temperature rise of
the sample which occurred due to the absorption of microwaves /29,31/.
A calibration as described in /5/ gave a calorimetric response of
0.016°C per mW absorbed power. The price to pay for this rather direct
power measurement is that the irradiated sample's temperature was not
fixed at 30.7°C but had an over-temperature between 0.16°C to 0.4°C
for the usually applied power range from 10 to 25 mW.

Figure 7 demonstrates the correlation obtained with both independent
power measurements, for an experimental series where the frequency was
varied between 41630 and 41800 MHz. The straight curve is expected for
the ideal case of no losses (between the forward directional coupler
and the sample cuvette) and of no calibration errors. The data points
show that 90 * 10 % of the applied power is absorbed in the sample,
the fluctuation being probably due to a loss occurring at the demoun-
table waveguide joint between the transformer and the sample cuvette.
In the remainder of this paper we use the absorbed power to measure
the irradiation intensity.

On several occasions following our publication /5/ it has been criti-
sized that standing waves within the fork-shaped teflon antenna could
lead to hot spots and apparently resonant effects. Of course we do not
claim a constant irradiation intensity along the teflon/water surface,
but we rather expect a certain partially standing wave pattern /27,30/.
Local intensities up to three times higher or lower than the average
are estimated from the known reflectivity of about 0.5 at the teflon/-
water interface. This pattern should, however, not vary noticeably on
an altogether 0.5 % tuning of the frequency as in our experiment, the
reason being that the teflon structure is only a few wavelengths in
size. In spite of this we conducted a laser interferometric experiment
/30/ to visualize the microwave induced heating pattern inside the
water just next to the radiating teflon surface. This method is based
on the fact that the refractive index of water changes by 10~%/°C near
30°C (at the wavelength 633 nm of the HeNe 1laser). The presence of
light-scattering particles, e.g. yeast cells in the suspension, and
the rapid stirring of such a suspension does not hinder the optical
phase measurement, which we obtained from photographing Mach-Zehnder
interference patterns. The viewing direction was coincident with the
photometer beam's direction (Fig.5 in /5/). With 1 cm pathlength in

the water, one full interference fringe corresponds to a temperature
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increase, averaged along the line of sight, of 0.63°C. Several inter-
ference fringes could be observed when the stirrer was not in action
and when an especially high-power klystron was employed (42 GHz,
absorbed power 300 mW). An analysis of the experiments showed that
sizable irradiation indeed occurred on any part of the interface, with
no prominent hot spots visible. Furthermore with the usual conditions
(stirrer on and steady-state irradiation up to 40 mW (absorbed) power)
the temperature is homogeneous throughout the sample suspension within
0.02°C, i.e. the latter is the maximum possible temperature difference
between any points in the suspension, including the boundary layer
near the teflon surface.

Furthermore in this context it should be noted that in our experiment
the possibility of any significant microscopic hot spots on cellular
and subcellular scales can be rigorously ruled out /27,30/, from heat
conduction arguments. For example, microwave-induced steady-state
overtemperatures are estimated to be much smaller than 10-5°C for any
part of the yeast cells.

EXPERIMENTAL RESULTS

A total of 331 growth experiments were carried out. In 28 cases the
results had to be discarded because of bacterial infection or some
failure in the irradiation or recording electronics. Fork or tube
antennae were alternatively employed for series of different time
periods. The resulting normalized growth rates for those runs where no
irradiation was applied are shown in Figs. 3 and 4. This demonstrates
that the growth rate of two simultaneously growing yeast cultures can
be reliably measured in the two photometers. A maximum deviation of
4 % from the mean has been observed. Rather conservatively, we assign
for the following display of the results of the irradiation experi-
ments an error bar of * 4 % to the normalized growth rate of each
irradiation experiment. When the irradiation was turned on the occu-
rence of a sizable effect was regularly indicated by a kink in the
plotted growth curve, as shown in Fig.8.

The normalized growth rates of the irradiation experiments are plotted

vs. irradiation frequency in Fig.9.
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ig.8.

Change of slope in the growth curve of a
yeast culture induced by switching on
irradiation at 41752 MHz (fork antenna,
21 mW absorbed power.

:

Fig.9. Normalized growth rate of yeast cultures vs. microwave
irradiation frequency using (a) fork-shaped or (b) tubular
antennae. The curves were obtained by single three-point
smoothing.

These data prove that the microwave irradiation leads to fairly
reproducible effects, increasing or decreasing the growth rate by up
to about 10 %, depending on the frequency of irradiation. Further
insight is revealed when the same growth rate data are replotted vs.

the (absorbed) power which happened to be set for a given run:
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Fig.10. Normalized growth rate of yeast cultures vs. microwave power,
irrespective of irradiation frequency (1l:1 correspondence to
Fig.9). For comparison dashed lines are drawn giving the
magnitude of a thermal effect, as it is known from the tempe-
rature increase of the growth rate (0.027°C~!) and the micro-
wave-induced heating (0.016°C/mW).

Fig.ll. Normalized growth rate obtained at the fixed frequency
41782 * 1 MHz vs. microwave power using fork antennae.

Finally we replot seven fixed-frequency data points of Fig.9%a,
together with five additional ones obtained at power setting below
5 mW in Fig.1l.

STATISTICAL ANALYSIS

Two types of statistical calculations were applied to our experimental
data, both aimed to assess the significance of the important conclu-
sion that a strong frequency dependence exists.

The first test calculates the probability that either spectrum in
Fig.9a or Fig.9b could have been obtained as a mere chance sequence of
a truly frequency-independent microwave effect. We first form a

sequence of numbers ﬁi by arranging the ordinate values of e.g. Fig.9a
in order of increasing frequency (a single average value is assigned
where several data points share a common frequency). For this series
we calculate the average (root mean square) difference of adjacent
series elements, d = Y'Tf::zj_ﬁITT . For comparison we then apply the

same calculation to a large number of other series which are generated
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from the original one by a random perturbation of the sequence order.
This yields a probability function of d which is graphically
displayed.

Fig.1l2. Probability distribution (histogram) and actual value (arrow)
of average difference 4 between neighboring normalized growth
rate values in experimental spectra. (a) control experiment
series (Fig.4), (b) irradiation experiments using fork
antennae (Fig.9a), (c) irradiation experiments using tube
antennae (Fig.9b).

A relatively narrow probability distribution results for the average
difference d of all three sets of experimental data in Fig.l1l2. Only in
case of the control experiments does the actual value d of the origi-
nal series (arrow) fall within the central part of the probability
distribution. For both irradiation experiments the actual value d lies
well below the most probable value d, by 3.6 and 5.4 standard devia-
tions s =' d2 - d2 for the fork and tube results, respectively.
This allows the conclusion that the existence of a frequency-dependent

microwave effect is ascertained for each of the experimental spectra

Fig.9a and 9b to a significance level ¢f a« = 2.10-% and 10-7, respec-
—x2 =
tively (from o = %W Z e ¥ /zdx using z = (d - 4d)/s).
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The second statistical test is aimed to the question whether the
frequency dependence of the observed microwave effect is the same for
both experimental series Fig.9a and Fig.9b. A positive answer - as it
is indicated by visual inspection - would exclude again that the
observed frequency dependence could originate in standing wave reso-
nances of the irradiating antenna. We calculate the cross correlation
function
f_+Af

- - -1 X
C(af) = (£, fy+ af)"h, |

[ (£) - 1.01].[u, (£-8£) - 1.02] af
y

where ﬁa(f) and ﬁb(f) are the experimental spectra of Fig.9a and 9b,
respectively. Furthermore f,= 41648 MHz, f,= 41820 MHz, and (x,y) =
(1,2) or (2,1) for Af > 0 or Af < 0, respectively. The numbers 1.01
and 1.02 substracted in the equation above are the mean values of Ea
and Hyyr respectively. Error bars of the correlation are calculated
from the *+ 4 % error bars of the experimental data by standard error

propagation. The result is shown in Fig.13.

Fig.13. Cross correlation function between yeast growth rate spectra
obtained with fork and tube antennae (Figs. 9a and 9b).

The result is a relative maximum of correlation with quite acceptable
signal to noise ratio at =zero frequency shift Af indicating that
indeed both spectra overlap.

It is furthermore of interest to apply a similar cross correlation
test to compare the present results with those obtained in our
previous study /5/. For this we use the interpolating curves of Fig.9b

in /5/ and of Fig.9a in this work, disregarding error propagation.
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Fig.l4. Cross correlation function of yeast growth rate spectra
obtained with fork antennae previously /5/ and presently.

The result is that a relative maximum of correlation is obtained only
at a nonzero frequency shift Af = -11 MHz. Assuming that both spectra
compared here in fact probe a common feature, i.e. a frequency selec-
tive response in the yeast cells, this result indicates that a syste-
matic calibration correction of +11 MHz has to be applied to the
frequency scale used in the previous study /5/. This correction would
be reasonable since it is well within the %20 MHz systematic error
margin then estimated.

DISCUSSION

The existence of microwave effects on the yeast growth rate is convin-
cingly proved by recorder traces as shown in Fig.8. These traces also
show that half an hour of irradiation time after switching on the
microwaves is sufficient for the growth rate change to take place.
Further clear evidence for the microwave effect comes from the fact
that the normalized growth rates with irradiation - disregarding for a
moment the frequency dependence - very often lie outside the fluctua-
tion limits of 1 * 0.04 observed without irradiation (Figs.3,4) and
range between 0.87 and 1.18, as 1is especially well demonstrated in
Fig.10. In comparison, our earlier experiment /5/ had given somewhat

larger negative effects down to p = 0.71, for reasons which we do not
understand yet but which could be due to the 1larger variation in

temperature previously used.

The nonthermal nature of the observed microwave effect is directly
demonstrated in Fig.l10 where the dashed 1line gives the (measured)

thermal effect produced by increasing the bath temperature. Caution -
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in principle - has to be paid however to a possible influence of
thermal gradients. In our experiment we have verified that gradients
in space do not exceed 0.02°C/cm anywhere in the sample. On the other
hand gradients in time of the temperature are given by the thermal
inertia of the sample cuvette which 1is characterised by a time
constant of 115 s, so that gradients do not exceed 0.005°C/s during
the transient heating time after switching on the microwaves (of up to
40 mW). It seems rather unlikely that such small gradients should lead
to biological effects.

When disregarding the frequency (Fig.10) the resulting rather arbitra-
ry power dependence stands in sharp contrast to the threshold-like
power dependence which was found by keeping the frequency fixed
(Fig.11). This calls for a nonthermal origin of the effect. Similar
power dependence was reported for millimeter microwave experiments
with mice and E. coli /8/.

The fact that the power dependence for a fixed frequency comes out
much clearer than the one which disregards the frequency already
strongly indicates the existence of a frequency dependence. The
statistical tests (Fig.l1l2) on the individual spectra of Fig.9 clearly

demonstrate the existence of a resonant microwave effect.

The correlation analysis of Fig.13 results in the statement that the
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frequency dependence is reproducable using widely different irradia-
tion geometries, which leads to the important conclusion that the
resonance is inherent in the response of the yeast cells. This allows
us to combine both spectra of Fig.9 in a single plot (Fig.1l5).

The autocorrelation function of the response spectrum (Fig.l1l5) reveals
interesting details of the average line shape of the observed resonan-
ces: On detuning from a prominent resonance the effect not only
vanishes but readily builds up again with opposite sign until a detu-
ning of 7 to 8 MHz is reached. Further detuning reverses the situation
until a new resonance frequency is reached at a total offset of 16
MHz. Further satellites might also exist but become buried in noise.
These observations are reminiscent of frequency modulation phenomena
and thus may point to a possible role of a 16 MHz modulation frequency
in the process.

A final remark concerns the observation that nearly equal size effects
are found for both the tube and the fork antennae, although the latter
has a 9 times larger teflon/water interface area so that a larger
volume of suspension is irradiated. Let us try to estimate the effect-
ively irradiated volumes for both antennae.

For this we assume that a threshold intensity IC exists above which
the microwave is effective. In case of a plane antenna surface of area
A and total transmitted power P we obtain the effective irradiated
volume V_ce= (A/a) 1n [P/(A.I_ )] where o = 45 cm~! is the power
absorption coefficient of water. For a typical power P = 20 mW and
assuming Ic= 0.1 mW/cm?2 we obtain for the fork antenna Veff: 0.5 cm3
but for the tube antenna Veff= 0.1 cm3 only. The observation that the
effects are nearly equal despite this difference can either mean that
the critical intensity IC is much smaller than the assumed 0.1 mW/cm?,
so that nearly all of the sample volume (2.5 cm3) is effectively
irradiated. Another possible explanation has to do with the rapid
mechanical stirring of the yeast suspension. We can assume that each
cell reaches, at least once per minute any 0.1 cm3 sized volume
element of the suspension. It is possible that the microwave effect is
fully established for a given cell even when it is exposed briefly to
intensities exceeding a certain critical one which are found only near
the teflon surface.

Fig.1l5. Normalized growth rate response spectrum of yeast, obtained
by combining all data in Fig.9. Insert: central part of
autocorrelation function of this spectrum.
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CONCLUSIONS

We have confirmed the existence of nonthermal resonant effects of 42
GHz irradiation on the growth rate of yeast suspensions. The resonan-
ces have narrow line widths (8 MHz FWHM) and are accompanied by side-
band satellites offset by 16 MHz. In spite of the rather inhomogeneous
intensity distribution within the suspension we have found strong
indications for a threshold-like dependence on the irradiation

intensity.
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On the Microwave Response of the Drosophila Melanogaster

GUNTER NIMTZ
I1. Physikalisches Institut, Universitit zu Kéln, D-5000 Koln 41

INTRODUCTION

Among the numerous investigations devoted to athermal biological effects
induced by microwaves there are also a couple of experiments with the
fruit fly (Drosophila melanogaster). The fruit fly represents a favoured
and wellknown object of research in biology. This little fly is easily
bred and the time of developing is rather short. Thus genetic effects

can be studied over several generations within a couple of months.

At the beginning I shall report on data dealing with various athermal
microwave effects in the fruit fly published recently in different coun-
tries. This will be followed by an extensive presentation and discussion
of data obtained from experiments with the Drosophila melanogaster du-
ring the last two years in my group.

Why does a physicist start from his point of view such somewhat far-
fetched and obscure investigations? We are working intensively with micro-
waves. We apply microwaves in investigating transport properties of semi-
conductors, phase transitions of liquid crystals, and have developed
microwave equipments for various commercial applications. Thus we were
puzzled or even shocked by listening to the spectacular news about the
hazardous athermal microwave effects in biological systems. Eventually
we decided that we should carry out some investigations by our own in
collaboration with biologists and physicians in order to look for these
effects, which were unfortunately very often reported in a careless

and unscientific way.

Cohergnt Excitations in Biological Systems
Ed. by H. Fréhlich and F. Kremer
© by Springer-Verlag Berlin Feidelberg 1983
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ON DATA PUBLISHED UNTIL NOW

As far as I know the first investigation concerning the microwave re-
sponse of the fruit fly was reported by Zalyubovskaya /74%Z/. The exper-
iments were carried out at frequencies between 37 and 55 GHz. The in-
sects were irradiated either for 15 to 60 minutes or for 3 to 5 h. The
radiation power was of the order of 10 mW/cm2. Zalyubovskaya studied
the influence of millimeter waves on the viability and on the ability
to reproduce i.e. the fertility which is measured by the number of
offspring. A lowered viability and fertility was observed to take place
in the offspring of the irradiated adult insects. It was concluded

that genetic changes were induced by the millimeter waves, since the
lowered fertility was observed also in the second generation. The ob-
served reduction in the fertility was up to 70% compared to that of

the control insects. The biological effects of the millimeter waves
were most pronounced at frequencies around 42 GHz. Unfortunately no

figures of the statistical significance are given in this paper.

Dardal'hon et al. /77D/ investigated the response of the insect at 17
and 73 GHz. The radiation intensity was up to 100 mW/cm2 at 73 GHz and
up to 60 mW/cm2 at 17 GHz. The insects were irradiated at different
stations of their development, either for 3h as egg, or for 3h as
larvae or for 2h as pupae. Also adult females were exposed to 17 GHz
microwaves for 16 or 21h. The authors investicated viability, tumor
incidence, and fertility, and concluded, that the results of viability
and tumor incidence were not of high significance, however, the females
irradiated at 17 GHz (60 mw/cm2, 16h) and crossed with untreated males
did exhibit a significant increase of fertility. They had typically
30% more offspring than the untreated insects.

Mutagenic action of microwaves were studied by Hamnerius et al. /79H/
at a frequency of 2.45 GHz. The power absorption rate was 100 W/kg
which corresponds to an intensity of the radiation of about 200 mw/cmz.
Embryos 1 to 2h old in water were 6h irradiated. They used a sensitive
somatic test system in which mutagenicity was measured as the frecuency
of somatic mutations for eye pigmentation. They observed 4 flies with
mutations in 7512 irradiated insects and 2 flies with mutations in 3344
nontreated insects of the control group. According to this result it

was concluded, that mutations were not induced by microwaves.

Similar conclusions using the same test on flies irradiated with 10
and 40 GHz at a level of 10 pW/cm® for 4h were drawn by Dennhéfer
et al. /83D/ quite recently.
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ON THE INVESTIGATIONS RUNNING AT COLOGNE UNIVERSITY

The following experiment was carried out in my group by Horst Aichmann
in collaboration with the biologists L. Dennh&fer and C. Harte and the
physicians A.-H. Frucht and H. Schaefer /83A/. The investigation was
mainly devoted to the fertility of irradiated insects. Particularly
the russian experiment on the fertility mentioned above should be re-

peated at the same microwave frequency.

We are studying the fertility of the Drosophila melanogaster (strain
Berlin) for two years. Pupae are exposed to microwave intensities

of about 10 uW/cm2 at a frequency of 40 GHz for 120h. Calorimetric
measurements have proved that a potential temperature rise can be ruled
out, at least it cannot exceed 0.05°C. The control insects are bred in
the same environment except without microwave radiation. The experiments
proceeded as follows: Two groups of pupae are taken from the same egg
deposition. One group of them is irradiated for 120h in the pupae state
as shown in Fig. 1. The other group is kept as control. A few hours
after becoming an adult fly one female and two male insects from both
groups respectively were crossed to start a family. From each group up
to 15 such families are founded and their offspring is counted. The
number of this offspring, i.e. the children of the irradiated generation
and of the corresponding control insects represent the fertility of the
P generation. In order to measure the fertility of the two successive
generations F1 and F2 the previous procedure is repeated by creossing
always one female and two males from the offspring of the irradiated

and untreated insects respectively. The results of fertility of four
different experiments (I to IV) are given in Table 1 for three gen-
erations P, F1, and F2, the first of these represents the irradiated
generation. The main results are presented in Figs. 2 - 5, in Fig. 2

the relative deviation (X, /

irr.”®contr.
irradiated and the untreated insects for the four experiments. There is

-1) of the arithmetic means of the

a pronounced variation of the values of the four experiments. On the
other hand there is obviously a tendency that the fertility of the first
generation (P) is enhanced by the microwaves whereas in the third gen-
eration (F2) a reduced fertility is observed. Two other presentations

of the experimental data are shown in Figs. 3 and 4. The difference in

offspring A = Xirr.” ¥contr. 1S plotted in Fig. 3. In Fig. 4 it is shown

how many families of an irradiated group have a higher or lower fer-

tility as the average control family.
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. o
Fig.1. Dates of development for Drosophila melanogaster (T g3y 257C)

TABLE 1. The numbers of offspring of three successive generations P,

F., and F

for irradiated and untreated insects.
ments are“given which were finished I:

Data
October 1981,

IIT and IV: July 1982 respectively /833/

of four experi-
II: January 1982,

Family P(I) P(II) P(III) P(IV)
Xcontr. Xirr. Xcontr. Xirr. Xcontr. Xirr. Xcontr. Xirr.

1. 351 406 401 291 171 279 171 92
2. 21 496 219 637 170 290 285 286
3. 100 415 554 454 330 414 14 400
4. 105 595 0 557 573 516 273 317
5. 45 518 0 328 370 267 (o) 95
6. 84 343 392 361 573 389 168 430
7. 417 243 434 199 413 310 99 (¢}
8. 641 576 247 362 144 319 429 254
9. o] 306 589 346 161 212 218
10. 295 38 370 415 351 470 262
11. 76 (¢}

12. 303 588

13. 167

14. 507

X 203 449 275 415 350 329 212 235
Xirr./ 2.21 1.51 0.94 1.11
Xcontr

Al insects) 246 140 =21 23

§ (families) 8 8 - 2 4

T o= 44% A= 97 5§ = 18
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Family Fq(I) F1(I1) Fq1(III) Fq(IV)
X X, X . X . X,
contr. irr. contr. irr contr. irr contr irr

1. 511 274 273 45 100 72 134 129
2. 318 349 46 436 75 128 74 82
3. 179 3 315 500 30 443 46 406
4. 1 294 585 386 83 126 312 53
5. 59 133 534 523 165 194 147 68
6. 99 292 96 117 385 134 272 140
7. 2 8 57 65 30 88 198 0
8. 308 63 257 669 62 83 194 113
9. 447 292 365 609 65 134 61 0

10. 600 223 377 413 83 593 214 67

11. 304 (e}

12. 384 486

13. 362

14. 374

X 268 193 366 377 108 200 165 106

%irr./ 0.72 1.03 1.85 0.64
contr.

A (insects) =75 11 92 -50

§ (families) 0 4 - 8

I = 6% A= -8 § =0

Family F2(I) F2(II) F2(III) F2(IV)

Xcontr. Xirr. Xcontr. Xirr. Xcontr. Xirr. contr. Tirr

1. 333 (e} 512 504 43 104 0 291
2. 503 (¢} 461 49 315 4 0 259
3. 292 208 209 578 3 222 0 359
4. 103 0] 401 549 294 18 (e} 24
5. 41 456 554 14 28 60 0 265
6. 31 3 0 459 288 12 12 85
7. 489 0 378 351 120 329 358 25
8. 407 233 440 448 0 304 495 0
9. 519 236 503 435 422 158 85 0
10. (e} 490 231 275 0 61 160 ]
11. 387

12. 595

13. 409

14. 500

X 272 163 399 366 151 127 111 131
zirr./ 0.60 0.92 0.84 1.18

X contr.

A (insects) -109 -33 -24 20

§ (families) - 6 2 -2 -2

T = - 15% A= - 36,5 5 = -8
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Fig. 2. Deviation of the fertility of irradiated insects P, of their
children F,, and of their grandchildren F2 relative to the
untreated insects.

A P F1 F2 GENERATION
(NUMBER OF EXP
INSECTS) I ITT I ITT I IIT
200 J
IT Iv IT 1Iv IT 1v
100 b
o) l | |
l | [
-100 -

Fig. 3. Difference of offspring A = ;(irr.‘ icontr.between the arithmetic
means Of irradiated and untreated insects.
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P F F, GENERATION
! EXPERIMENT
(FAMiLIES) I III I III I III
10 1
I IV II IV IT IV
5 4
0 | s
-5

Fig. 4. pifference between the families of irradiated insects having
more and those having less offspring than the arithmetic mean
X of the untreated insects.

contr.
P F, F,
z 503 _A 5 4o _A 5 100 _‘ o GENERATION
T8 A
(FAMILIES) (INSECTS)
10 4 50 -
10%
I Ss A
o] el o by
[
-10% A
35 B
-10 1 -50 A

Fig. 5. The arithmetic mean of all four experiments of the properties
shown in figs. 2 - 4.
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We have defined

Yg = +1 1 ¥y =0 if (xirr._ gcontr.) > 0 and
v, = 0O 'Yy =-1 if (Xirr.' Xcontr.) < O. With
Y1 = Iy, Y2 =y, and § = Z(Y1 + Y2). Both

presentations, Fig. 3 and Fig. 4 display the same tendency for the fer-
tility as that of Fig. 2.

The arithmetic means of the four experiments, defined as

1y, 3=4 35 (% ” ), 5 =51 6; n=4

T = X - X, - X
contr. n irr. contr.

z( /

% Xirr.
are presented in Fig. 5. All the three presentations reveal a strong

increase in fertility in the first generation of irradiated insects. It
seems that the second generation is not affected by microwave radiation

whereas the third generation experiences a decrease in fertility.

CONCLUSION

The papers published so far have heen indicative that athermal micro-

wave effects may happen to the fruit fly. Criticism on these papers has

been:

1) the high or undefined power level, which does not allow to exclude
definitely thermal effects and mostly

2) the lack of statistical significance of the data. Natural systems
seem to have a variability in magnitude a physicist is not used to.

Therefore we have apnlied an extremely low power level of 10 uw/cm2

and decided to continue the experiments until we have obtained data

enough for a decisive statistical interpretation.

The data obtained in four experiments are presented in Table 1 and
Figs. 2 - 5. We have seen that the fertility of the P generation is
strongly enhanced in the irradiated insects; their children, the F1
generation, seem not to be affected, whereas the fertility of the grand-
children, the F, generation, shows a drop of some ten % compared to the
fertility of the control insects. To get an idea of the statistical
significance after four experiments we have carried out two statistical
tests:

1. We carried out a Bernoulli trial and calculated the probability of

finding Y1 successes in Y1 + lYZ! families according to a binomial
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distribution with p = 1/2 for the experimental data presented in

Fig. 4. For the P and the F2 generations probabilities of 1.6 - 10'—4
and 5.7 - 10‘2 respectively were obtained.

2. In addition we applied the U-test of Mann-Whitney to the numbers of
offspring given in the Table. Level of error for the hypothesis not
to have equal fertility for irradiated and untreated insects was

found to be 0.05 and 0.15 for the P and F, generations respectively.

Our experiment revealed a weak microwave induced biological effect at
a low radiation power level of 10 uW/cm2 corresponding to 60 mV/cm
electric field strength. Our data are in qualitative agreement with
those of Dardal'hon /77D/ who observed an increase of fertility in the
P generation and with those of Zalyubovskaya /74%Z/, who found a
decrease of fertility at the F1 and F2 generations. For the time being
we are performing two further experiments under the same experimental

conditions in order to step up the statistical weight of our results.

The investigation is sponsored by the Berufsgenossenschaft fiir Fein-
mechanik und Elektrotechnik/K&ln.
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Effects of Low-level Millimeter Waves on Cellular and
Subcellular Systems
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S. ROSENTHAL, and Q. HAN
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INTRODUCTION

Interactions of millimeter waves with living systems are believed to occur pri-
marily on a subcellular or cellular level. Although most of the evidence that bio-
logical systems can be altered by low intensity electromagnetic fields is available
primarily below 30 GHz, studies from the USSR and Eastern Europe (1,2) have in-
dicated that above 30 GHz there are frequency dependent biological effects sugges-
tive of resonance phenomena.

Our studies have been concerned primarily with the effects of low level expo-
sures on colicin induction in E. Coli, and with mitochondrial calcium transport, and
ATP production in oxidative phosphorylation. Although this paper will address in
detail primarily the E. Coli investigations, I will summarize, briefly, the results of
our mitochondrial studies.

MITOCHONDRIAL STUDIES

The effects of CW millimeter wave irradiation on oxidative phosphorylation and
ca’t transport in freshly prepared rat liver mitochondria have been examined at 8.58
mm (34.92 GHz) and at 41 discrete wavelengths between 5.0 and 6.0 mm (60-50 GHz).
In oxidative phosphorylation ATP is synthesized by coupling the energy available
from substrate oxidation to the thermodynamically unfavorable phosphorylation of
ADP. The energy required in this reaction results from an electrochemical gradient
created by a proton efflux during substrate oxidation. In the absence of ADP, sub-
strate oxidation produces an energized state which in the presence of ADP is used
in phosphorylation. Isclated mitochondria were evaluated for their efficiency in
coupling succinate oxidation to phosphorylation of ADP. Oxygen consumption was
followed with a Clark-type polarographic electrode. Tracings were used to calculate
the respiratory control ratios at 30°, 25° and 4°C. Changes observed at 250, 500
and 1000 mW/cm? at 30°C indicated membrane damage. When the temperature was
lowered (25°, 4°C) respiratory control ratios were maintained even at higher energy
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levels. As this technique does not enable detection of reaction reversal, an assay
was developed which allowed simultaneous irradiation and analysis of ATP synthesis
and could detect changes in energy coupling efficiency resulting from reversible
membrane alterations. ATP was trapped as glucose-6-PO, and determined spectro-
photometrically by observing changes in absorbance at 340 nm due, to ADP reduction.
Changes in absorption are a function of the concentration of ATP in the sample.
Exposures at 34.92 GHz and at .01-250 mW/cm? for 2 minutes and exposures at 41
discrete frequencies from 50-60 GHz at 5 mW/cm2?, all showed no effect. Increasing
the irradiation time to 5 minutes did not alter the results.

Mitochondrial suspensions irradiated at 25°C, 8.58 mm (34.92 GHz) and 5.0-6.0
mm (60-50 GHz) at power densities of 1-1000 and 5 mW/cm? respectively, demonstra-
ted no changes in 45C2" uptake after 15 minutes, or in efflux after 5 minutes of
irradiation below 100 mW/cm2. Above that power density decreased uptake and in-
creased efflux were correlated with membrane damage. Alterations in mitochondrial

function observed at high power densities may be attributed to the thermal burden
on the sample.

E. COLI STUDIES

Smolyanskaya and Vilenskaya (2) have reported that millimeter waves at fre-
quencies of 45.6 - 46.1 GHz (6.50 - 6.59 mm) and at 5.8 and 7.1 mm can stimulate
colicin production. This effect is strongly frequency dependent (Fig. 1). Synthesis
of colicin is enhanced to as much as an average of 300% at wavelengths of 5.8, 6.5
and 7.1 mm over a range of power densities from 0.01 to 1.0 mW/cm?, and is almost
insensitive to power density over 2 orders of magnitude.
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RESULTS OF SMOLYANSKAYA AND VILENSKAYA

Attempts by many investigators to reproduce these experiments, or to carry
out similar experiments relating to growth, have either been fruitless or have at best
met with limited success.
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Our primary goals have been to substantiate, if possible, reports of increased
colicin induction in E. Coli, to clarify the question of frequency relationships and
to achieve a better understanding of interactive mechanisms in the production of
microwave effects. Millimeter wave exposure systems, in the 26.5 - 75 GHz band,
using waveguide components which monitor power level, reflections and frequency,
are being employed in single CW exposures at low power densities in experiments
involving colicin induction in E. Coli.

INSTRUMENTATION

Experimental microwave exposure systems used are in the 33-50 (WR22) and
50-75 GHz (WR15) ranges. The 50-75 GHz system (Fig. 2) uses a Siemens RWO-60
backward wave oscillator powered by a Micro-Now 702 supply as the CW microwave
source. At 50 GHz, the combination has a 2 hour frequency stability at least as
good as 1 part in 5,000, after a 2 hour warm up period. Incident power is moni-
tored on the branch arm of a directional coupler whereas reflections are measured
with a slotted line. The power transmitted into the sample is determined from the
incident power and a knowledge of the reflection coefficient. A rotary vane preci-
sion attenuator is used to adjust the power level in the waveguide; a wavemeter,
with 0.02 GHz between adjacent divisions, is used to measure frequency, and a
Hughes thermistor mount to measure power.

Figure 2.
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The 33-50 GHz waveguide band also uses a Siemens RWO-60 backward wave
tube. This system is powered by a Siemens RWON-14 power supply. In addition,
the following components are utilized: a rotary vane attenuator to adjust the power
level, Hewlett Packard Model 430B power meters, 2 Hughes temperature compensated
thermistor mounts and directional couplers to monitor incident and reflected power.

Biological samples in a water-jacketed, temperature-controlled, plexiglass
chamber are irradiated by using as the microwave applicator a Narda horn whose
aperture is positioned about 2 mm above the sample surface. The specimen is pre-
pared by depositing the E. Coli on a 0.2 mm thick millipore filter, which in turn is
placed on a layer of agar in the petri dish. The combination is many wavelengths
thick, so that power entering the surface is completely absorbed. The bacteria
form a thin layer (~ 0.2 mm) on top of the filter. Since a skin depth is about 0.4
mm, their irradiation is relatively uniform. The waveguide instrumentation measures
the net power leaving the horn. The assumption is made that all of it enters the
medium directly below with a sin? power distribution which mimics that in the horn
aperture. Thus, the maximum power enters the medium at the center of the horn
aperture and is equivalent to double the average power density. Reflections are
measured by a standing wave indicator within the waveguide system. This data is
then used to reset the variable attenuator so that the net power leaving the horn
aperture remains fixed as the specimens are changed.

MATERIALS AND METHODS

Maximum inducibility to mitomycin C and sensitivity to colicin were determined
by plating sensitive strains over the inducible strains, counting the number of clear
areas produced, and calculating the percent increase of inducible (I) cells over

shams(S) by R = I—_S§ X 100.

Growth characteristics of selected strains were determined for nutrient broth,
Luria and Casamino acids media. The optical density of cultures grown with agita-
tion for 8 hours at 37°C was measured at 30 minute intervals and correlated with
cell colony counts determined manually. Strains and media showing optimum growth
were utilized in subsequent studies.

E. Coli W3110 Col E; and W1485 were each inoculated into 15 mls of Casamino
acids medium and grown overnight at 36-37°C (Fig. 3). The next morning a 1 ml
aliquot was transferred to 15 mls of fresh medium. After approximately 3 hours of
growth with agitation, at 37°C, to mid-log phase, a concentration of about 7x108
cells/ml was prepared for either irradiation, induction with mitomycin C or for use
as shams. Five ml aliquots, filtered onto millipore filters, were placed into nutrient
agar petri dishes and positioned in the plexiglass temperature-controlled water jacket
directly underneath the aperture of the Narda horn. Shams and irradiated specimens
differed only in their exposure to millimeter waves. Specimens were irradiated at
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discrete frequencies in 0.01 mm intervals between 5.77 and 5.83 mm (Series I, II,
I11) and between 6.50 and 6.59 mm for 1 hour at 37°C, and at power levels of 5,
0.5 and 0.05 mW/cm2 (A,B,C respectively). A defined area of cells was removed
from the center of the irradiated field and from an equivalent sham area and placed
in fresh medium. Cell concentration was determined by spectrophotometric optical
density measurement and the number of cells this represented determined from our
standard growth curves. At this time the cell concentration 1-2x108 cells/ml, was
diluted 100 times, and a 0.1 ml aliquot of these cells was spread evenly over a 90
mm diameter agar plate resulting in an approximate concentration of 1-2x105 cells/ml.
Sensitive cells, W1485, transferred as described above for inducible cells, were grown
for 4 hours to a concentration of 2x108 cells/ml. This was diluted 10x, and a 0.2
ml aliquot, a concentration of approximately 10¢ cells/ml, was seeded into 2.5 mls of
soft agar which was then spread homogeneously over the Col E; cells. Plates were
incubated at 37°C overnight. Clear areas produced were scored and measured to
determine the number of cells induced and the quantity of colicin produced.

Random samples of bacteria, were treated with mitomycin C to determine induc-
ibility. After 3 hours of growth, 1 pg/liter of mitomycin C was added to a flask of
Col E; cells and grown with agitation for an additional hour. Treated cells were
plated with sensitive cells as indicated above.

In addition, to determine the viability of the cells and to check the accuracy
of the optical density measurements, an aliquot of irradiated specimens, randomly
selected, was plated for colony counts.

Results obtained with irradiated or with mitomycin C induced specimens were
plotted as a percent increase (or decrease) in colicin production over controls. Data
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was statistically evaluated to determine the significance of results obtained at a 95%
confidence level. A Student t test was used to determine significance.

Each point on the graph represents the % increase in the number of clear areas
of irradiated over control samples, as determined from the average of counts in three
petri dishes, and corrected for the number of cells in solution.

RESULTS

Of the several strains tested for maximum inducibility and sensitivity W3110 Col
E; and W1485 were selected for use in these experiments. The enhanced rate of
growth in Casamino acids resulted in its selection as the medium of choice.

Utilizing these strains, three series of experiments have been carried out at
0.01 mm intervals in the 5.77- 5.83 mm range. In series IA at 5 mW/cm?, a trend
was evident which suggested a very broad peak at 5.78 mm of about 88% increase

(Fig. 4). Statistically all data in this group is significant to the 95% confidence
level. Preliminary experiments at the same wavelengths but at 0.5 mW/cm2 (Series
IB) suggest a trend which indicates a resonance type of pattern with peaks at 5.78,
5.80 and 5.83 mm (Fig. 5). Statistically, only 5.78, 5.81 and 5.83 mm appeared to
be significant with the very small number of experiments available.

Series II A, B, C, undertaken to determine the validity and reproducibility of
experiments in Series I, used the same protocol at 5, 0.5 and 0.05 mW/cm2. A
smaller number of clear areas were observed consistently in Series II when compared
with Series I and III. The standard deviation at any specific wavelength was very

large (Figs. 6,7,8) and the results obtained were not statistically significant. Series
III involved further attempts to clarify variations in the above results by replicating



53



54

the same protocol. In one replicate group significance was clearly noted at 5.77 mm
and 5mW/cm? (Fig. 9). Subsequently, additional data taken at the wavelength 5.77
mm at 5, 0.5 and 0.05 mW/cm? (Fig. 10) indicated that 0.5 was clearly significant
0.05 was at the limit of significance and 5 was not significant.

Discrete wavelengths at 0.01 mm intervals were also examined in the 6.50-6.59
mm range at 5 and 0.5 mW/cm? (Figs 11,12). All results were insignificant except

at 6.57 mm at 0.5 mW/cm? which is at the borderline of significance. Extensive
variation in reproducibility is evident at all wavelengths and powers.

Calculations carried out to determine the SAR (averaged over one skin depth)
at a power density of 0.5 mW/cm2 gave a value of 12 W/kg.

The number of cells observed in viability test plates closely correlated with the
number determined by optical density measurements and standard growth curves.
Mitomycin C controls consistently demonstrated inducibility.

DISCUSSION

Experiments carried out have indicated that the rate of E. Coli growth is af-
fected by the medium in which the bacteria are grown. Based on these studies
Casamino acids was deemed to be the optimum growth medium. That optimum growth
is’ associated with specific media has been known for some time. Casamino acids
medium contains Casamino acids and thiamine hydrochloride (growth stimulating sub-
stances) perhaps accounting for the increased growth rate observed in this medium.
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Mitomycin C induction studies have indicated that, of the strains evaluated,
W3110 Col E; and W1485 are the most inducible and sensitive strains respectively.

Frequency dependence of colicin inducibility, in strains selected, was examined
between 5.77-5.83 mm and 6.50 -6.59 mm in cultures irradiated for 1 hour at 37°C
at 5, 0.5, and 0.05 mW/cm2. To date results observed in Series I, II, and III in
the 5.77-5.83 and, 6.50-6.59 mm wavelength ranges indicate that irradiation with
mm waves at discrete 0.01 mm intervals does not significantly stimulate colicinogene-
sis in the resonant fashion suggested by the Russians. However, there may be
selected frequencies at which inducibility is achieved which is independent of power
levels. Mitomycin C induction is statistically significant.
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Results described above, in Series I, II, and III are inconsistent with each
other and disagree with those reported by Smolyanskaya et al. (2). The latter
have indicated that colicinogenesis is frequency dependent with sharp resonance
peaks. In our experiments, Series IIA,B,C exhibit no peaks of any significance,
whereas Series IA and IIIA suggest one broadband peak (Fig. 4) rather than a
resonance pattern. Only in preliminary studies of Series IB (Fig. 5) was there a

suggested pattern of resonance similar to that reported by Smolyanskaya. Using
this parameter there has been no consistently reproducible data substantiating the
reports from the USSR. However, using growth parameters, a correlation with fre-
quency dependence has been reported by other investigators, i.e., in E. Coli by
Webb and Booth (3) and Berteaud et al. (4), in yeast, by Grundler et al. (5) and
in Candida Albicans, by Dardanoni et al (6). In contrast with these results, in E.
Coli, Hill et al. (7), Blackman et al.(8), Swicord et al. (9), Athey et al. (10) (also
in lambda phage) and Kremer and Santo (personal communication) have not observed
a frequency dependence.

Observed differences in the number of cells induced, and the random range of
variability from induction to inhibition are not easily explained. It is unlikely that
these are the result of different batches of bacteria. In some instances, limited
numbers of preliminary experiments may yield significant data which subsequently
appear to be incorrect. More likely however, the extensive variation observed may
be due to the asynchronous nature of cultures used. Although cultures often are
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presumed to be synchronized in stationary phase, they are not, as cell death and
cell divisiondo occur. Transfer of these cells may initiate growth at different rates
resulting in further asynchrony. In addition, as colicin production is purported to
be dependent on both host chromosome and plasmid DNA, intimately associated with
cell replication, then cells at different stages may react differently resulting in the
variability observed. Induction may also best be achieved at other stages of the
growth cycle. Perhaps as shown by Drissler in laser experiments resonance pheno-
mena in E. Coli are prevalent in the stationary phase. Therefore, experiments are
being undertaken with synchronous cultures at lag and stationary phase.

In addition, in related work we have modified a spectrofluorimeter which will
enable us to monitor continuously, during the irradiation process, the fluorescence
of molecules incorporated into the cell membrane. This system may help us to
determine whether microthermal alterations induce conformational or other biochemical
or biophysical changes, such as potential changes across the membrane. Further-
more, this technique will enable us to overcome or bypass limitations inherent in
millimeter wave studies such as the depth of penetration due to attenuation. Also,
as the fluorescence patterns are monitored during the irradiation process, it will
eliminate the problem of transient reversible effects being missed.
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ABSTRACT

Broadband measurements of the millimeter-wave and far-infrared
absorption (10 GHz - 10 GHz) of anhydrons haemoglobin, lysozyme,
keratin, poly-L-alanine and various polycrystalline amino-acids are
reported. All measurements were extended over the temperature range from
liquid helium to room temperature. For the millimeter range this was
attained by using the novel oversized cavity technique. The frequency-
and temperature-depedence of the millimeter wave absorption is descri-
bed as due to three distinctrelaxation processes on a picosecond time
scale occuring in asymmetric double-well potentials. These processes

are most probably assigned to the NH...OC hydrogen bridges of the
peptide backbone. The far-infrared spectra are also discussed in connec-

tion with vibrations of such hydrogen bridges.

INTRODUCTION

Knowledge concerning the optical properties of biological macromolecules
such as proteins in the submillimeter region is sparse (1). The situation
is even worse at millimeter wavelengths where almost nothing is known
about the dynamical processes which determine the dielectric properties
of the biomolecules in this region. Any knowledge of this could add
greatly to the understanding of the molecular dynamics, e.g. vibrations
which involve larger parts of the macromolecule or relaxation processes.
It would be of further interest if one could find absorption lines which
correspond to the extremely sharp spectral features already observed in
the growth rate of weakly microwave irradiated yeast cells (2) (see
article of W. Grundler in this book). Parts of this article have been
published elsewhere (3-5).
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EXPERIMENTAL

Various experimental reasons are responsible for the lack of information
especially in the mm-region. There is first the low absorption of bio-
molecules in contrast to the high absorption of liquid water which pre-
vents at present the possibility of obtaining useful results from aqueous
solutions. There is second the difficulty of handling solid samples in
the small-sized single mode waveguide- or resonator-systems which are
conventionally used in the mm-region. Furthermore, temperature variation
over a wide range causes problems due to the different thermal expansion
coefficients of the samples and the wave-guide material. Finally gquasi-
optical systems using mirrors, lenses and horn antennae suffer from dis-
turbing standing waves and frequency-dependent diffraction effects when
coherent microwave sources are used. We have, therefore, employed the
rather novel technique of the untuned, oversized high-Q cavity (6) for
conducting the mm-wave spectroscopy. This method measures only the ab-
sorption of a sample inserted into a cryostat inside the cavity, but is
essentially not disturbed by scattering and diffraction. The fact that
the untuned cavity is a broadband device enabled us to carry out measu-
rements in the frequency region from 40 to 150 GHz. A specially designed
fused-silica cryostat allowed the temperature range from 4 K to 300 K to
be covered. Further measurements at 10 GHz were made with the usual
cavity perturbation technique. Additionally, far-infrared (FIR) absorp-
tion measurements have been made in the regime from 20 to 400 cm™! by

means of Fourier-transform spectroscopy.

In order to determine the absorption coefficient a of the material

the untuned cavity method requires an assumed value for n, the real part
of the complex index of refraction. For all samples under investigation,
therefore, a value of n = 1.6 was used as it can be shown that a varia-
tion of n within limits of 0.2 will change the calculated a-value by
less than 2 % only.

The study, presented here, deals with the dielectric and optical proper-
ties of anhydrous haemoglobin (HB), lysozyme (LY), keratine (KE), poly-L-
alanine (PLA) and additionally with the polycrystalline materials L-
alanine (Ala), glycine (Gly), valine (Val), leucine (Leu) and tyrocine
(Tyr) . The experiments with the untuned resonator require large amounts
of sample material. The powdered chemicals were pressed into disc-shaped
pellets of 50 mm in diameter and about 12 mm thickness which had then

almost the bulk density. To prevent the absorption of water onto the



60

sample material and to remove existing water, the materials were dried

over P205 for one week before the preparation of the pressed samples,

and during the measurements they were kept under either dry nitrogen or

helium. In the cases of LY and KE additional drying procedures were used.

LY was kept three days under 110°C and KE for the same time under 40°C.

For FIR measurements, films of HB with thicknesses of about 40 um were

cast from aqueous solutions having a concentration of about 0.03 g/g.

The polycrystalline layers of the various amino-acids used for the FIR

spectroscopy had thicknesses between 50 and 80 pm.

RESULTS

=]
=]

10

ABSORPTION COEFFICIENT [cm])

| | 1
0 100 200 300
TEMPERATURE (K

102

Fig.1.

Absorption coefficient vs. tempera-
ture of HB for the frequencies

10 GHz, 50 GHz, 85 GHz and 148 GHz.
Dots are experimental results. The
full lines are fitting curves
according to Eg. 7 and table 1.
Taken from (3)

The respective absorption
coefficients o of HB, LY,
KE and PLA are shown in
Fig. 1 and Fig. 2. They

all exhibit a similar
temperature dependence,
namely a nearly exponen-
tial increase of o with T
from about 50 K to 300 K.
Below 50 K, o dropped first
rapidly with decreasing T
and levelled off at about
10 K. Below 10 K the data
are not accurate enough to
draw further conclusions.
The frequency dependence of
o was found to be propor-
tional to v!*? -v?, We did
not observe any sharp fea-
tures in the mm-wave spec-
tra which could be discus-
sed in terms of vibrational
modes. For crystalline

Ala at 70 GHz (Fig.3)

values of o were found

which are nearly one order of magnitude less than those of the biopolymers

studied here. This measurement appears to be interesting because of the

structure occuring in the T-dependence of a.
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Fig.3.

Absorption coefficient vs. temperature
(experimental) of polycrystalline Ala
at 70 GHz. Taken from (3)

Fig.2.

a) Absorption coefficient vs. tempera-
ture (experimental) of KE and LY at
93 GHz.

b) Absorption coefficient vs. tempera-
ture of PLA for the frequencies
50 GHz, 84 GHz and 147 GHz. Dots
are experimental results. The full
lines are fitting curves according
to Eg. 7 and table 2.

Several measurements of the FIR absorption of anhydrous proteins have
been reported in the literature (5, 7-10). We present here only the
spectral dependence of the absorption coefficient of HB between 20 and
500 cm (Fig.4).

Transmission measurements were performed on a sample which was cooled
to 6 K. It turned out that o is nearly temperature independent through-
out the spectrum. All protein spectra studied so far are very similar
with respect to the broad, unstructured peak around 140 cm~1. Even

the small band-like features which occur above 270 cm_1 are rather

similar.

In order to have a better understanding of such protein spectra in the
FIR we performed a series of investigations on polycrystalline layers

1 and in

of various amino-acids in the frequency range from 40-440 cm”
the temperature range from 5 K to 300 K. The results for Gly, Ala, Val,
Leu and Tyr are shown in Figs.6-10 respectively (11). The spectrum of
Ala has already been published by us together with its complete assi-

gnment (4).
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Fig.4. Absorption coefficient vs. wavenumber
(experimental) of a HB-film at 6 K.
Taken from (3)

DISCUSSION
Millimeter-wave spectra.

The most significant result of this study resides in the temperature-
and frequency-dependence of the mm-wave absorption coefficient o of the
various biomolecules and their respective similarity. We considered
several known mechanisms which result in an increase of o with tempera-
ture such as multi-phonon difference processes, vibrational excitations
from a thermally excited ground state, two-level resonant absorption as
observed in amorphous materials, and dielectric relaxation effects. It
turned out that only the latter processes are able to explain the obser-
ved frequency-dependence as well as the temperature-dependence of a,
provided one uses an asymmetric double-well potential in which the
relaxation occurs. To explain this we consider a Debye-type dielectric
function

- foy—1ly =1
e(v,T) = g + (eo- e ) (1 - ivvy ) (1)
where €, is the high-frequency dielectric constant (DC) and e  the DC
below the frequency regime of the relaxation process in question. Vo is
the relaxation frequency which is usually assumed to have the following
temperature-dependence for solids (12-14)

v = v, exp(-U/kT) (2)
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U is a potential barrier which has to be overcome thermally by the
system in order to relax from one stable configuration to another one

of the same energy implying, therefore, a symmetrical double-well poten-
tial model. It turns out that (eo- e,) of Eq. (1) is approximately given
in this model by the Kirkwood-Fr&hlich relation (12-14).

_ -1 - 2 — -
€o= €= AT(RT)™H e (e + 2e )71 ((e+ 2)/3) Nu® =cT! (3)
Here, €, is the static DC, N the spatial density of the double-well
systems and p is the absolute value of the vectorial difference of the
dipole moments in the two wells. The absorption coefficient follows from
Eg. (1):

- —-1_ _ -1 2 2 2y=1
a = 2nvaz(nc) (ao e) (nc) ™ 2mv vT(v + v ) (4)

where n is the refractive index, c the light velocity and €, the imagi-
nary part of €, Eqg. (1). Eq. (4) with Eq. (3) can be discussed for two
limiting cases: a) v? << v _?: In this case we find o to be proportional
-1

to vaT T-! yielding with Eq. (2) a strong decrease of the absorption

coefficient with T and an increase with v. b) v? >» sz: Here, o is

-1 and therefore an increase of o with T

found to be proportional to v, T
while the frequency dependence dropped out. It is evident that neither
of these cases is in accordance with the experimental results (Figs.]
and 2) which makes it necessary to modify the model. Staying with relax-
ation processes, one is left with the use of an asymmetric double-well
system as the next most simple model. In this, we assume that well 2 is
energetically higher than well 1 by a potential V. Calling the depth of
well 2 now U, the depth of well 1 will then be U+V. By treating this
model one finds (3) instead of Eq. (3)

€= € = CT7! exp(-V/kT) (1 + exp(-V/kT))™2 (5)
and instead of Eg. (2)
v.= (v,/2) exp(-U/kT) (1 + exp(-V/kT)) (6)

Inserting Egs. (5) and (6) into Eg. (4), one can get the desired increa-
se of o with T even in the case v? < sz, retaining thus the frequency-
dependence, if V > U. It turns out, however, that a single process of
this kind is still not able to describe the observed o(v,T) over the
whole range of variables in question. In such cases a continuous dis-

tribution of relaxation frequencies or of potentials V and U is often
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considered. In order to avoid the arbitrariness of fitting functions we
used instead a minimal set of three relaxation terms which were able to
fit the data. These three sets are also suggested from the result of the
measurement on polycrystalline Ala (Fig.3) although one should expect
for the case of biopolymers that really certain distributions around

each of our parameter sets exist.

The observed levelling off of the a(T) curves at low T together with

the observed v’-dependence can be explained by a temperature-independent
wing of a strong and broad vibrational band found for proteins as well
as for PLA in the FIR between 120 and 150 cm™ | (see Fig.4) which will

be discussed in the following section. With this, our dielectric func-
tion for fitting the data of HB and PLA can be written

-V./kT
5/

e 1

(7)

-V, /KT
5/

1T -4iv/v_.
(1.+e 2 v/ ™

)

As an example of the final fitting we show in Fig. 5 for HB the three
relaxation processes and their sum to form the resultant EZ(T) curve.
Table 1 and 2 compile the various fitting parameters used for the cases
of HB and PLA, respectively, and the full lines in Fig.1 and Fig.2b
show how well the experimental o (T,v) data are represented.

The question arises: What is the microscopic nature of the assumed
relaxation processes? Looking firstly on the values of the high-
temperature relaxation frequencies v (Table 1 and 2) one finds them
all of the same order, resulting in rather short relaxation times of
several picoseconds. This is indicative of relaxations in small mole-
cular subunits. Secondly for the relaxation 3 the depth H = U+V of
well 1 1is 3,6 kcal/mol corresponding to about 1800 K. This value is
not much smaller than typical binding energies of hydrogen bonds. We
consider, therefore, relaxation 3 as being a disruption of H-bonds

to form a weak Van der Waals bond.
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€2
Fig.5.
F1g.2. w02
The temperature dependence of the
imaginary part ¢, of HB at 85 GHz.
Curves 1-3 correspond to the relaxa-
tion processes 1-3, respectively.
The total dielectric function is
composed of the 3 relaxation pro-
cesses plus a vibrational term 103 | L
which causes the levelling off at 0 100 200 300
low T (Eq. 7). Taken from (3) TEMPERATURE (K]
Table 1. Parameters for fitting the mm-wave data of haemoglobin
[Eq.(7)]. It is assumed that N ~ 6+102! cm~3.
v U \Y Nu2 M
Relaxation (GHz) (kcal/Mol) (kcal/Mol) (cgs) (Debye)
1 370 0.04 0.25 2.8-10~'¢ 0.21 * 0.01
2 350 0.20 0.91 2.1.10-15 0.59 = 0.006
3 300 0.40 3.2 8.1.10"1% 3.7 + 0.4

FIR-vibration:

e,= 1.77, vg= 4400 GHz = 147 cm~!

Sp = 0.385, yg= 3879 GHz
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Table 2, Parameters for fitting the mm-wave data of poly-L-alanine
[Eq.(7)]. It is assumed that N = 9.102! cm™3.

v, U \% sz u
Relaxation (GHz) (kcal/Mol) (kcal/Mol) (cgs) (Debye)
1 230 0.04 0.25 2.1-10-16 0.15 * 0.01
2 160 0.16 0.79 1.5.10"1!5 0.41 + 0.06
3 260 0.40 3.2 3.6+10°1% 2.1 + 0.4

FIR-vibration: e_= 1.77, vo= 3510 GHz = 117 cm~!

Sog = 0.442, vyg= 3400 GHz

There are, among others, two important and abundant groups of H-bonds
in the polymers considered here. One group concerns the H-bonds of the
NH...OC bridges which stabilize the peptide backbone. The other group
belongs to the water molecules bonded by H-bridges to the amino-acid
residues. We have performed experiments on hydrated samples of LY and
polyamid and found that there occurs in both cases an extra relaxation
at temperatures above 150 K which is different to the relaxations des-
cribed so far. Therefore, we can conclude that the relaxation processes
of our anhydrous samples are mainly due to the .NH...OC bridges of the
peptide backbone. From the values of the known molecular weight of the
substances and their density and the known number of amino-acid residues
per molecule, each of which yields just one NH...OC bridge, we get

N = 6-102' cm™3 for HB and N = 9-102' cm™> for PLA. This allows then
the dipole moment change (p in tables 1 and 2) to be calculated. For
the relaxation 3 we arrive at p = 3.7 Debye for HB and p = 2.1 Debye
for PLA. It is interesting to note that the NH...OC bridge itself has

a dipole moment of 3.7 Debye (14). In this context the possibility can
be considered that neichbouring bridges perform the relaxation in some

cooperative way.

The discussion of the nature of the relaxation 1 and 2 must be more
speculative. An indication that they might occur also on the NH...OC
bridges is given by the fact that these bridges do not form a straight
line. The oxygen atom with its local charge of about 0.38 e forms a

dipole moment of the order of 1 Debye to the line connecting N and C.
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One could, therefore, consider the relaxation 1 and 2 as being caused
from asymmetric double-well potentials lying perpendicular to the H-
bridge. It is worth noting that the observed relaxation effects, found
here in solid and dry samples, are expected to exist also for the mate-
rials in aqueous solution as long as the submolecular units (H-bridges)
in question are in the hydrophobic interior of the biopolymer and are
thus not exposed to the outer water.

rar-infrared spectra

It was already pointed out above that the FIR spectra of various proteins
are rather similar and that this is especially so for the broad and

strong absorption band around 140 e !

(see also the article of J.B. Hasted
in this book). It is the low frequency wing of this band which is consi-
dered to be responsible for the absorption in the millimeter range below
10 K (see Figs.l and 2). The relatively low frequency of the band
indicates weak force-constants of

the underlying vibrational modes

and/or large effective masses
because of spatially extended eige-
wb vectors. It is known from other
studies (15) that hydrogen-bond
20— vibrations (stretch and bend) occur
5K generally in the FIR between 40 and
o thick sompie 180 cm™!. One can, therefore, assu-
100 me that the 140 cm™! band of pro-
i 5K teins is at least partly caused by
80l vibrations of the peptide backbone
with the weak H-bonds as force
ok constants. This assumption is
() supported by an inspection of the
48K amino-acid spectra (Figs. 6-10)
8o being very rich in low-frequency
vibrational bands which, in general
60 split and sharpen up in going to
low temperatures. It can be obser-
8o~ ved that the bands below about
sol 200 cm™! are sharper than the bands
at higher wavenumbers. In the case
w“:\: e 300K of Ala we made a complete normal
- polycrystalline coordinate analysis including the
w—f — v (cm ) lattice vibrations of the crystal-
Ao 2& ;m Am line material (4). It is found

that the lattice vibrations are

Fig.6. Transmission spectra vs.
wavenumber of Gly at

various temperatures hydrogen bridges which bind the

strongly influenced by the NH...OC
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Ala-zwitterions in the lattice. The analysis showed that the sharp bands

of Ala below 160 cm~! are due to such lattice modes associated with
stretch- and bending-vibrations of the hydrogen bridges. A similar

situation is expected for the other amino-acid crystals although a
complete analysis is not available at present.

/
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e
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Fig.7.

Transmission spectra vs.

420

wavenumber of Ala at various

temperatures, taken from

(4) .
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Fig.8. Transmission spectra vs.

wavenumber of Val at various
temperatures.
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Fig.9. 100 200 300 400
Transmission spectra vs. Fig.10. Transmission spectra vs.
wavenumber of Leu at wavenumber of Tyr at various
various temperatures. temperatures.
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Introduction

e report measurements on the electrical absorption and dispersion of
proteins, polysaccharides and their constituent aminoacids and sac-
charides, both at very low frequencies (v = 10~ - 10° Hz) and in the

submillimetre and far infra-red (¥ = 10 - 550 cm~! (300 GHz - 16.5 THz)).

The submillimetre absorption spectra of the proteins and polysaccharides

we have investigated show some characteristic structure, superposed on
a background which is of similar shape to the liquid water spectrum (1).

We attempt an interpretation as progressions from hydrogen bond vibra-
tions, similar to those which we have found in crystalline aminoacids
and mono- or disaccharides.

In the low frequency region, we have found (2) that the capacitance and
loss angle of Langmuir-Blodgett multilayer preparations of haemoglobin
show two field-dependent dispersion regions, near to 0.05 and 4 x 10° Hz
respectively. At sufficiently high fields these move closer together,
forming a broadened relaxation at about 100 Hz; this state of the material
persists for up to six weeks after the removal of the field, but can be
destroyed by heat: it is essentially a metastable configuration. The
electrical properties of denatured haemoglobin films can be permanently
changed by the application of high fields.
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Submillimetre Wave Absorption Spectra

The submillimetre wave absorption spectra were determined by the tech-
niques of transmission Fourier Transform Spectroscopy using a modular
Michelson interferometer (3). The measurements were made in three ranges,
5-55 cm™!, 30-150 cm™! and 130-550 cm~!. The overlaps enable us to esti-
mate the levels of random and systematic error in the measured spectra.

All spectra have been measured at laboratory temperature.

We have examined proteins both in aqueous solutions and in two solid
forms - films cast from aqueous solutions and finely powdered crystals

20x diluted with fine non-absorbing polyethylene powder and compressed
into a 16 mm diameter, 1 mm thick disc under weight. The compressed discs

are superior as targets to cast films provided that the powder is suf-
ficiently fine. They have smaller absorption coefficients and, essential
for Fourier Transform Spectroscopy, their surfaces are plane parallel.
They are maintained at 55% relative humidity when not in the spectrometer.
Cast films can be more quickly hydrated in humid atmospheres, but during
preparation their free surface forms a non-planar meniscus and they have
a tendency to crack. The cast films have therefore only been used below

100 em~!, for variable hydration data.

Figure 1 shows the spectra of lysozvme, haemoglobin and serum albumin.
Displayed with the lysozyme spectrum is the spectrum of liquid water (1);
its characteristic broad 180 cm~! band and shoulder of the broad 580 cm~!
band are comparable in shape to this and other protein spectra. The
hypothesis that the bound water contribution dominates the protein spec-
tra in this waveband is attractive; support is lent to it by measurements
made on cast films of lysozyme between 5 and 100 cm~! over a wide range
of controlled humidities (4). The wing of the 180 cm~! band is directly
dependent upon the proportion h of bound water, determined by weight.

The o(h) data at 55 cm™!, displayed in Figure 3, bear out the bound water
background hypothesis.

However, it is clear from Figures la,b and c that there are small struc-—
tures superposed on this background. At low temperatures these struc-—
tures are sharper, as has been shown by the Stuttgart group (5). The

positions found by the Stuttgart group of the low temperature haemoglobin

lines have been reproduced in Figure 1b for comparison.

We have measured a number of crystalline amino-acid spectra and it is appar-

ent that there are sharp bands corresponding to parts of the weak protein
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Figure 1. Absorption spectra of proteins and aminoacids.

la. Lysozyme. Full line represents computed data, extended by broken

T line traced approximately from a lower frequenqy'data run. The other
broken line represents liquid water data (1) divided by a factor of 3

1b. Haemoglobin. Full line represents computed data, extended by broken
line traced approximately from a lower frequency data run. Vertical
lines represent bands appearing in the data of Shen et al. (5)

structure; in Figure lc the tyrosine spectrum has been overlaid on that
of serum albumin, and the bands at 320, 380 and 430 cm™! may possibly be
contributing to the structure in the protein spectra. However, it is not
to be expected merely that selected aminoacid bands would show through

in the protein structure; rather, progressions in the biopolymers and in
the monomers are likely to be similar. We present these spectra in Fig-
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ures 1lc, 1d, and Table 1. It is likely that they contain NEO and OHO bond
characteristic bands as well as lattice vibrations and contributions from

intramolecular modes.

lc. Tyrosine and serum albumin. Full line represents computed data,
extended by broken line traced approximately from lower frequency
data runs

1d. Glycine
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The spectrum of the polysaccharide cellulose (Figure 2a) displays sharper
structure than is present in the protein spectra, and the bands are listed
in Table 1, which includes also the bands for sucrose (Figure 2b) and

glucose (Figure 2c).

Without deuteration and temperature variation measurements, at present

in progress, confident assignments cannot be made.

Figure 2., Absorption spectra of poly-, mono- and di-saccharides.
2a. Cellulose

2b. Glucose
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Table 1.Bands observed in aminoacids and saccharides (em™ 1)

Glycine Tyrosine

90
106
138
170
205%*
359
504

607

* structured

+ possibly doublets

32

70

90
114
130
142
161
172
180
210
250
278
310
335
380
433
447
474
494
528

577

Sucrose d-Glucose Cellulose
49 48 75
61 70 101
75 89 172
86 98 213
94 112 233

114 127 305
136 150 346
145 181 364
159 208 373
178 224 400
195 261 425
203 270 437
214 287 447
230 299 532
235 329 565
262 348

280 374

293 391

316 407

346 422

364 436

402 446

414 463

440 477

473 520

503 542+

530T

550T
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2c. Sucrose

Low Frequency Dispersion Processes

For the study of these processes we arrange protein molecules in mono-
molecular layers using the Langmuir-Blodgett technique (2). A 2% solu-
tion of beef haemoglobin in 60% propanol, 40% 0.5 mol dm~3® sodium
acetate (6) is allowed to spread on a clean water surface bounded

on one side by a floating silk thread, and on another by a movable bar-
rier. Study of the position of this thread enables the area A of the
film to be measured. Suspension of a clean glass microscope coverslip,
cutting the film and the water surface, from a chemical balance, enables
the surface pressure of the film to be measured, so that movement of the
barrier allows a pressure-area characteristic to be recorded, as in Fig-
ure 4. TFor the smallest surface pressures and largest areas (Figure 4,
region a), the characteristic is curved, because the film does not cover
the area completely; it is to be presumed that there are holes. At lar-
ger surface pressures and smaller areas there is a linear p(A) character-
istic (Figure 4, region b) which is appropriate to a monomolecular film
of known compressibility (7). This is the region in which the film must
be maintained for extraction onto a substrate. As the area is decreased
further by the movement of the barrier the film begins to collapse (reg-
ion c), but at still smaller areas a further linear region (d) is found,
possibly a bimolecular layer, followed in its turn by further collapse

(e).
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Figure 3. Variation with hydration of absorption at ¥ = 55 em=! of a
cast film of lysozyme

Figure 4. Pressure-area curves for haemoglobin monolayers produced from.
2% solution in propanol with sodium acetate. Triangles, 5 ug, circlgs,
15 uf, squares, 20 u? of solution applied to a trough of area 700 cm

A clean glass microscope coverslip, with evaporated aluminium electrodes,
is mechanically lowered into and raised out of the water, at a uniform
rate, each operation taking about fifteen minutes. The movement of the
silk barrier is watched throughout and it is seen that as the glass is
drawn out of the water, the film area is reduced, this reduction corre-—
sponding to the film area now deposited on the glass; but as the glass is
lowered again, there is no corresponding area reduction, showing that

for haemoglobin the next layer of film cannot be drawn down under the
water. However, a second layer is deposited during the second draw-out.
In the present experiments, the number of monomolecular layers corresponds
only to the number of draw-outs; different conditions obtained in the
previous experiments (2). Attempts to deposit the haemoglobin films on

gold electrodes have not been successful.

Care must be taken to ensure that the films are adequately drained before
the evaporation of a second aluminium electrode on their surface is

attempted. Subsequently the films are allowed to stand in constant hum-
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idity (RH 55%, which is close to our normal laboratory humidity) for
several days before electrical measurements are undertaken. Figure 5
shows the gradual attainment of time-independent capacitance and conduc-
tance by 4-layer films so treated. Further details of experimental tech-

nique are given in our first paper (2).

Inverse dependence of capacitance per unit area on the number n of layers
is an important internal consistency check on these procedures. Figure 6
shows such a check, based on measurements in the flat 10 - 10" Hz region
(Figure 7). Using a value € = 20 appropriate to wet protein, we calcu-
late, from the slope of the graph, the monolayer thickness to be 4.2 nm;
from the intercept, the entire thickness of the aluminium oxide on the
electrodes is calculated to be 3.8 nm. The fully hydrated haemoglobin
dimensions are 5.3 x 5.3 x 7.1 nm (8).

Figure 8 displays the relaxation spectrum of 3- and 7-layer samples at
the lowest available excitation voltage, 0.1 V. The data are essentially
similar to those previously reported (2), but extended in frequency by
the use of Wayne-Kerr and Marconi bridges. It is seen that there are

two field-dependent relaxation processes. For 0.1 V across a 7-layer
sample, which represents the lowest field (3.4 x 10° V/m) we have studied
in the current series of experiments, the relaxations fall at 0.05 and

3 x 10° Hz. For the 3-layer sample the relaxations fall at 0.25 and

7 x 10% Hz.
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Figure 6. Variation of inverse

of capacitance per unit area A/C with
monolayer number n for haemoglobin
at 1 kHz, 295 K

Figure 7. Electrical characteristics of 3- and 7-layer haemoglobin films

for applied voltage 0.1 V, relative humidity 55%, as measured on step-
function generator, Wayne-Kerr bridge and Hatfield bridge (H)
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Figure 8. Field variation of electrical characteristics of 7-layer hae-
moglobin film

We have found using electrometry that a potential difference of about
15 mV exists permanently across a 7-layer film. This potential differ-
ence takes about T = 4 days to re-establish after short circuit, following

the relationship V « 1 - exp(-t/T).

It was found necessary that the samples be carefully drained by mainte-
nance in the vertical position for a period of 5 hours before the electrode
evaporation is carried out; in the first publication (2) this was not
always realized. We have found it possible to reproduce the data of

Figure 6 in that publication with insufficient draining; adequate drain-
ing results in reproducible data of the type of Figures 7, 8, below, in
which the field dependence of the relaxations is maintained as before,

although the capacitance is not anomalously enhanced.

The 7-layer sample has been measured with field strengths as high as

270 x 10° V/m; the data are shown in Figure 8. The high frequency relax-
ation is beyond the range of the measurements, but at the higher field
strengths the low frequency relaxation process is to be found at sucess-
ively higher frequencies, and is broadened:

. 6 Maximum loss factor frequency,
Field (10° V/m) for lower relaxation (Hz)
3.4, 17 0.05
34 0.5
68 2

170 500



Isotope Effects and Collective Excitations

M. U. PALMA

Dept. of Physics, University of Palermo, and Institute for Interdisciplinary Applications of Physics,
Consiglio Nationale delle Ricerche, 1-90123 Palermo

Summary

Isotopic substitution 1in the aqueous solvent is discussed as an effec-
tive method for probing the role of solvent dynamics in the stability
of biomolecular conformation.

Introduction

A basic prerequisite to the microscopic understanding of biomolecular
function is, as we know, the detailed knowledge of biomolecular geo-
metric structure, and possibly of its response e.g. to changes of pH,
of concentrations of other molecular species and electrolytes, of tem-
perature, and so on. Despite the implicit restriction to only one

half of the phase space (dynamic aspects being ignored), efforts in
this direction were essential to the great historical advances of mo-
lecular biology and still maintain their significance in a variety of
instances. In more recent times, the need of taking jointly into ac-
count both geometry and dynamics for a deeper understanding of bio-
molecular stability and function, and hopedly for the discovery of

new phenomena (1), has been increasingly recognized. This is shown by
the rapid growth of that part of current literature which deals with
dynamic aspects of biomolecular physics, with their conjectured or al-
ready evidenced relevance to functional efficiency and stability, and
more in general with the role of the time variable, that is with dy-
namics, fluxes and fluctuations (1-9). Indeed, it would appear arbi-
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trary and unphysical to assume that life does not make use of the
wealth of possibilities conceivably offered by processes in the en-
tire phase space and by spatial-temporal coherences.

A further extension is requested if we consider that biomolecule and
solvent are two coupled subsystems of one functional system: their in-
teraction, too, must be understood in terms which include both geo-
metry and dynamics. Philosophically and historically, the interest of
jointly considering geometry and dynamics of coupled subsystems is
well recognized, since it had a basic role in the merging of crystal-
lography and phenomenology of empirical material science into solid
state physics: collective dynamics and dynamic interactions between
subsystems such as conduction electrons or polarizable hydrogen ions,
and crystal lattice had to be deeply understood before notions such
as superconductivity, polarons, ferroelectricity, and many more,
could be sorted out and mastered.

Deuteration affords a most convenient modulation of the mass, that is
of a dynamic parameter, in the aqueous subsystem. The inertial
changes due to D-H substitution are between 2:1 and 20:18 in the sol-
vent, depending upon the type of motion involved, and their effect
can be detected. Corresponding inertial changes in solute biomole-
cules are negligibly small, usually, since deuteration of exchange-
able hydrogen sites does not cause appreciable overall mass altera-
tions. It should be remembered, however, that solvent deuteration can
alter the strength of hydrogen bonds involving hydrogens at exchange-
able sites in biomolecules. Further, the slight difference between
Deuterium- and Hydrogen bond lengths might involve additional, if
slight, deformation energies in solute biomolecules. Effects of this
type must be carefully discriminated, and indeed they can (10-13).

Two Interacting Subsystems

Let us briefly recall a simplified picture of two interacting sub-
systems in a mean field approximation (14). Let us refer to the dia-
gram in Fig. 1, as adapted from Ref.13. Here the macroscopic state
of the system is described by the two order parameters Sl, and 52

of subsystems 1 and 2 respectively. The equations of state of the two
isolated subsystems are of the type (14):
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r——="=""7

Figure 1. a system composed of two interacting subsystems. (Adapted
from Ref.14)

(1) Sy = Fi(vy)

where Vi is the driving force acting upon the subsystem i, ex-
pressed as an effective field resulting from the combined action of
the external field U ("driving force") and of Sj:

(2) Vi o= Gyy (ULS5)
the Gjils being coupling functions. The driving forces Vi them-
selves are written in a linear approximation as:

(3) V., = U + K,.S,

Now, if at least one of the subsystems exhibits phase transition(s),
a variety of stable solutions are available for the whole system. In
Fig. 2 (again adapted from Ref.l4) we show the simplified case ob-
tained under the assumption that one of the two subsystems exhibits a
first-order phase transition, and the other just behaves monotoni-
cally. The figure shows on its right side many regions of the (Kig
Kji) plane, corresponding,to different behaviours. On the left side
are shown behaviours corresponding to regions R and H. Those pre-

i

dicted for regions N and I are not shown: they correspond, respec-
tively, to quasi-decoupling and to instabilities and oscillations
(14).
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Figure 2. a) an example of different stable solutions for the system
of Fig. 1, under a most simple hypothesis.
b) corresponding regions in the (K12’ K21) plane
(adapted from Ref.14)

Although oversimplified, this scheme helps clarifying the use of sol-
vent deuteration for detecting a possible role of solvent dynamics

(as affected by solute-solvent interaction) in the conformational/func-
tional stability of biomolecules. We may: i) select a biomolecular
species showing conformational transition(s) in aqueous solution

(=Sl); ii) substitute D,0 for H,0, that is: change the state

equation SZEFZ(VZ) and/or the coupling K21); iii) if transi-

tion(s) are affected, the K21 coupling is non-zero: interpret.

Clearly, this has not much in common with "solvent isotope effects"
(15), (16).

Solvent Deuteration And Biomolecular Stability

We start discussing the stability of helical structures obtained by
mixing aqueous solutions of two synthetic polyribonucleotides: poly-
riboadenylic acid (poly A) and polyribouridylic acid (poly U), and we
shall refer to Ref. 12 for results and further references. Poly(A)
and poly(U) are known to provide useful model systems for the study
of conformational stability of nucleic acids. They can form two well
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defined helical complexes: the double stranded poly(A). poly(U) with
a 1:1 monomer ratio, and the triple stranded poly(A).2 poly(U) with a
1:2 monomer ratio. Four conformational transformations are possible,
i.e.:

(4) poly(A).2 poly(U) = poly(A).poly(U) + poly(U)

(5) poly(A).poly(U) = poly(A) + poly(U)

(6) poly(A).2 poly(U) = poly(A) + 2 poly(U)

(7) 2 poly(A).poly(U) = poly(A).2 poly(U) + poly (A)

From left to right, these are observed as sharp, cooperative transi-
tions. It has been found that the corresponding stability diagram is
affected by solvent deuteration as shown in Fig. 3 (adapted from Ref.
12 with some simplifications).
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Fractional deuteration causes fractional shifts of critical tempera-
tures, leaving (except for some special cases discussed in Ref. 12)
the transition profile unchanged, as expected on the basis of the co-
operative character of the transitions (12). Precise computer fit-
tings of experimental data, based on thermodynamic analysis have also
been performed (12). In Fig. 3 we see two such fittings. In the case
of Fig. 3a), all parameters were left adjustable in the course of op-
timization, whose final result indicated that the isotopic modulation
of the solvent caused a modulation of the entropy but not of the en-
thalpy term at helix - coil transitions. To check this conclusion in-
dependently, in another optimization the entnalpy parameter alone was
left free to be adjusted. The best fit so obtained is shown in Fig.
3b). Altogether, this shows that solvent deuteration stabilizes these
helical structures and that the stabilizing effect should be ascribed
to an isotopic modulation of the entropy term at helix-coil transi-
tions, enthalpies remaining essentially unaffected (12).

Before discussing the sign of this entropy modulation, we shall
briefly review other cases, all pointing to the same conclusion. Na-
tive DNA is far more complex than poly(A).poly(U) but it, too, ap-
pears to be stabilized by solvent deuteration. For B. subtilis DNA it
has in fact been shown by X-ray microscopy (17) that at temperatures
close to the helix-coil transition, the profile of the percental
"open loop" regions vs. temperature is isotopically shifted much as
in the case of branch 2 in Fig. 3. These early, visual data will ap-
pear in the discussion at the end of the present paper to have fur-
ther relevance, in view of the relation between solvent dynamics and
nucleic acid dynamics (3).

A much simpler, yet clarifying case is that of Metilene Blue, a small
planar molecule tending to aggregate in stacked arrays and for this
reason a useful model system for the study of stacking base pairs in
nucleic acids. In this case, it has again been found that solvent deu-
teration causes the same kind of modulation in the entropy term of

the stacking process (13).

Figure 3. example of the effect of solvent deuteration on nucleic
acid ordered structures. Branches (1) to (4) correspond re-
spectively to eqs. (4) to (7) in the text. Full triangles
show experimental data in the HZO case and are computer
fitted with full lines. Figures a) and b) differ in the way
fittings were obtained. (Adapted with simplifications from
Ref. 12).
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In the case of biomolecules possessing charged groups, the isotopic
modulation of entropy might be due in part to the trivial expected
change of dieletric constant (12). This is one of the reasons making
the case of Agarose interesting, an uncharged polysaccaride showing
thermoreversible helix-coil and supramolecular ordering transitions
(18). Solvent deuteration affects both transitions. A van't Hoff ana-
lysis has shown that the more ordered phase is stabilized by an iso-
topic alteration of the entropy term, similar in its magnitude and
sign to those that we have just discussed (11), (19). It should be re-
marked that, although van't Hoff analysis should be used with great
caution in this type of systems (11), the rather small size of the ob-
served effect legitimates "ceteris paribus" comparative conclusions

to be drawn (11). Further, solvent deuteration causes a similar en-
tropic stabilization of supramolecular structure (19) and, accor-
dingly, it also affects the delay time observed in the onset of a
hitherto unobserved type of gelation, giving rise to very long range
order (19).

In all cases discussed so far, solvent deuteration stabilizes ordered
configurations of solutes (or equivalently, destabilizes disordered
configurations). Unavoidable intramolecular deuteration at sites
where exchange is allowed, and the consequent presence of (stronger)
intramolecular deuterium bond seems to be compensated or to play no
role: thermodynamics shows that in all cases studied the effect is
essentially entropic (11), (12), (13). Comparison of the charged and
uncharged cases shows that a role of the higher dielectric constant
of DZO would be very unlikely (11), (12), (19). We are thus led to
conclude that deuteration lowers the entropy of the entire system
when the solute is in the disordered configuration (11), (12), (13).
The stabilizing effect is small (1-3 0C) but, as we are going to
see, significant.

Discussion

An ample literature is available on the existence and the effects of
biomolecule-solvent interactions (20-30). We shall now see how the
small isotope effects observed can illustrate new aspects of these in-
teractions which concern the role of water dynamics in biopolymer con-
formation. We consider the Gibbs free energy associated with a confor-
mational transformation of a solute:

(8) AG=AGI+AGZ+A.G12
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where subscripts 1,2, and 12 stand for "solvent", "solute", and "so-
lute-solvent" respectively. Now, AGl is known to be zero (27), so
that it must remain unaffected by deuteration. The remaining contribu-
tions will be conveniently distinguished in their entropy and en-
thalpy components. Since all results point out that deuteration

hardly affects enthalpies, either AFQ and zﬁle are not af-

fected, or they are affected by compensating amounts. The wanted en-
tropic contribution could very unlikely come from ZXSZ as affected

by the lower dielectric constant of DZO’ in view of the discussed
independence of the results upon the presence of charged groups in

the biopolymer. It must therefore come from Z&Slz (11), (12), (13).

The mere difference between hydrogen and deuterium bond energies can-
not explain the experimental results.

This conclusion can be viewed in terms of the higher strength of hy-
drophobic interactions in DZO’ and of the hiding of the biopolymer
hydrophobic groups away from the solvent in the polymer ordered con-
figuration (11-13), (20-31). A better understanding is possible, how-
ever, by remarking that a mere change of mass -a dynamic parameter in
the solvent, entrains and shifts a conformational transition in the
biomolecule subsystem. This evidences the existence of a coupling
(K21 in Fig. 2) between the dynamics of one subsystem (the sol-
vent), and the conformation of the other (the solute biopolymer).

Current notions on both bulk and hydration water (30-34) offer more
insight in a possible microscopic mechanism. Liquid water should be
viewed as a flickering network of uninterrupted hydrogen bond paths,
spreading in all directions and connecting the liquid in the large
(30). Closed paths are also expected to occur (30). Along the network
of "connectivity pathways" there will be a non-vanishing order para-
meter, implying the existence of a local electric field. The order
will be propagated along the pathway, by way of a geometric-dynamic
feedback, whereby the local field will 1imit the dynamic orienta-
tional freedom of single water molecules, and this in turn will pre-
vent complete washing-out of the field at the next point of the con-
nectivity network (3), (30). Deuteration will alter a dynamic para-
meter relevant to this mechanism, and thus it is expected to alter
the geometric-dynamic structure of liquid water (2).

Across a conformational transition, a solute biopolymer will alter
the proportions of its hydrophilic and hydrophobic areas exposed to
the solvent. The former are expected to favour the "imprinting" of
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connectivity pathways, which will have a l1ifetime one or two orders
of magnitude longer than in bulk water (3), (31). Monte Carlo calcula-
tions provide spectacular evidence for the existence of such "pinned
connectivity pathways" in both DNA and Agarose structures (32-34). Hy-
drophobic surfaces instead, will force the network of connectivity
pathways to rearrange itself in a convex cage, with a resulting nega-
tive entropic contribution due in part to the strengthening of the
bonds, and in part to the reduced number of independent ways in which
the network can be constructed (30). As a result, the structure of
the solute biopolymer and that of the connectivity networks allowed
in the solvent will depend on each other. The latter, in turn, de-
pends upon dynamic parameters of the solvent molecules. This illu-
strates how solvent dynamics (collective, and thermally excited) can
be directly involved in the structural stability of biomolecules, and
it offers an interpretation of this stability in a far ampler volume
of the phase space. It should be remarked that solvent dynamics in
the large enters the picture, inasmuch as it is probed and averaged
out by the flickering connectivity network. We may wonder if this
could offer a basis for the microscopic interpretation of a most in-
teresting variety of results obtained by solvent perturbation by co-
solvents (25), (26).

Conclusions

Deuteration of aqueous solvent tends to stabilize solute biopolymers
in their ordered conformation. The effect is small and it may appear
trivial, for it has long been known that deuterium increases the
strength of hydrogen bonds and of hydrophobic interactions. As it
turns out, however, stabilization is due not only (if not at all) to
the mere enthalpic effect due to the increased strength of hydrogen
bonds, or to the decreased dielectric constant. There must be an en-
tropic contribution, and this must derive from solute-solvent coupl-
ing. The dependence upon the mass of hydrogen makes it clear that

this coupling occurs between the geometry of the solute and the dy-
namics of the solvent, and that differences imposed to the solvent dy-
namics by a conformational transition of a solute biomolecule, effec-
tively concur in providing and stabilizing the ordered, and func-
tional, biomolecular shape. This, united to the current interest in
the dynamics of biomolecules themselves, allows viewing in the entire
phase space the problem of the stability of biomolecules in their sol-
vent, as it is indeed philosophically desirable. Current views on the



structure of liquid water provide a basis for speculations on a pos-
sible class of microscopic models. The specific model discussed in

this paper should be viewed just as a help to visualize the type of
processes involved.

I wish to express my sincere thanks for many clarifying discussions
to all colleagues whose work I have quoted, and particulary to Prof.

M.B.

Palma-Vittorelli; and to Ms. M. Genova-Baiamonte and Ms.

V. Paladino for producing the processed typescript.
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"The visible world is neither matter nor spirit, but the invisible
organization of energy" /1/.

I. INTRODUCTION

When we approach life at the level of the single cell and enter the
domain of cellular biochemistry/biophysics, we find (contrary to the
picture given in standard textbooks) a highly fragmented status rerum,
largely dominated by an air of reductionism (viz., 1+1 = 2). Most
attempts at understanding the essence of the "living state" at this

level have a materialistic basis. Such an outlook all too often fails

to relate the fact, that living systems are, by their nature, defined
in a dynamic sense. Hence, we should study the cell by "reducing" it,
not to its elements of matter, rather to its elementary processes. A

"process" view imparts an emphasis on energetics and energy flow.
Here, we are obliged to apply a lesson gleaned from physics - that of
matter/energy duality in physical systems. One finds, that matter is

the substance of things, while energy is the moving principle /2/.

When we regard energy and cell metabolism, we usually think of ATP in
its role as a "molecular", diffusible carrier of chemical free energy.
Despite the ubiquity (and universality) of ATP as a free-energy
"currency", there remain fundamental guestions concerning energy and
metabolism. How much "individuality" is there in the processes of cell
metabolism? Is the metabolic structure of the cell a jig-saw puzzle or
an interlocking web? How accurate is our dquantitative assessment of
the kinetic and energetic aspects of metabolic processes, based on the

study of counterpart processes in vitro? Are there long-range modes
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(continua) of free-energy transduction extant in vivo? - Such
questions present themselves as bona fide elements in a new era of
synthesis in biochemistry and biophysics.

Generally, any kind of holistic conception, as to the existence of
energy continua in the 1living cell, has not been deemed palatable by

the sciences of biochemistry and enzymology - in their traditional,
reductionistic posture. We contend, that the reason for rejection of
such ideas has been the lack of appreciation, until more recently, of
the following specific factors: i) the reactivity of the very protein

fabric of the enzyme molecule, 1ii) the material substratum in which

most metabolic processes are imbedded in vivo, and iii) the essence of
motive energy-transducing principles. As propounded most notably by

Lumry and coworkers /3,4/, regarding factor i), the protein and chemi-
cal subsystems must engage in a fluid and variable exchange of free
energy during the course of enzyme catalysis. Concerning factor ii),
it now appears that the majority (perhaps all) of the enzymes of
intermediary metabolism exist in vivo 1in organized states, whose
"sociological structure" is far different from that of the isolated
enzyme molecules in vitro /5,6/. Permeating subcellular particulates,
to which many of these enzyme systems are adsorbed, are strong (local)
electric fields and mobile protonic (and, possibly, electronic)
states. As regards factor iii), these "external" devices may entail
unique modes of free-energy transduction, as well as facilitation and

coordination of enzymatic processes.

In the present treatment, we wish to focus on the mobile protonic mode

("proticity") as a motive-transducing principle. An electrochemical

interpretation of cell metabolism, developed recently by Berry /7/,

provides the basis of our study. Here, we will extend this interpreta-
tion and examine the basic properties, of the protein molecule and of
organized multienzyme systems, which suggest roles of proton flow in
the integration of cell metabolism.
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II. THE STRUCTURAL NATURE OF METABOLIC PROCESSES

A. A Biphasic Picture of Cellular Infrastructure

In recent decades electron microscopy has revealed a complex and
richly diverse particulate infrastructure in living cells - especially
larger eucaryotic cells. This structure encompasses the extensive
membraneous reticulation (e.g., plasmalemma, endoplasmic reticulum,
mesosomes [bacteria]), as well as the hyaloplasmic space. The latter
region, containing the so-called "ground substance", is laced with a
dense array of various cytoskeletal elements (e.g., microtubules,
microfilaments, intermediate filaments) and an interlocking micro-

trabecular lattice. (See Prof. Clegg, this volume).

Accumulating empirical and theoretical considerations indicate that
the majority (if not all) of the enzymes of intermediary metabolism
operate in vivo in association with particulate structures. A perusal
of the literature reveals evidence for enzyme organization in virtual-
ly all major metabolic pathways. The organizational mode, of the
multienzyme systems of specific metabolic processes, may entail forma-
tion of protein-protein complexes and/or individual adsorption to
cytological stubstructures. Strong evidence has come from centrifuga-
tion studies on whole cells /8,9/ and cell fragments (10). Experimen-
tal and theoretical calculations /11,12/ of protein "concentrations",
in association with cytomembranes and organelles, indicate high,
crystal-like densities of protein molecules in (on) particulate struc-
tures of the cell. There 1is a remarkable homology, in the surface
area-to-volume ratio for all membraneous cytological substructures.
Such considerations led Sitte /l11/ to propose, that all cytomembra-
neous elements have evolved in a common fashion to function as effec-
tive "protein collectors" in the operation of cell metabolism. And,
recent work from Porter's group /13/ shows the microtrabecular lattice
itself to be "dressed"” with a multitude of (as yet unidentified)

proteins.

Thus, cell biology presents us with a rather simple, biphasic view of
cellular infrastructure: a solid phase, emcompassing extensive membra-

ne surfaces and the fibrous lattice-work; and a soluble, agueous phase

(albeit containing a considerable amount of structured water [see
Prof. Clegg, this volume]). We must focus on the solid phase as the

primary site of intermediary metabolic processes, with the soluble
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phase functioning largely in such subservient roles as thermal

buffering, distribution of common substrates, regulatory substances,

and salt ions, etc.

B. The Logic of Enzyme Organization

Reaction-Diffusion Flow in Organized States

We find the study of biochemistry at a point in its development,
prophesied accurately some 50 years ago by Peters /14/, whereby "in
the ultimate structural units of the cell, we have reached the limit
for the application of ordinary statistical considerations, and must
substitute some more anatomical view, based upon control by surface...
Owing to the microheterogeneous nature of the system, surface effects
take precedence over ordinary statistical, mass action relationships
and become in the ultimate limit responsible for the integration of
the whole and therefore the direction of activities." Within the
confines of the ultimate "metabolic microenvironments" of the living
cell - engendered by the afore mentioned organizational modes, along
with the ambience of structured water, electrical double layers, etc.,
at the surface boundaries - we must abandon the concept of scalar
chemical reactions, as well as such familiar notions as that of a
"uniform concentration." The simplicity, homogeneity, and isotropy of
the in vitro condition are artificial and deceptive. Traditionally, we
have defined "enzymes" simply as "proteinaceous catalysts". Now, we
must add more biological flavor, asserting that enzymes catalyze spe-

cific reactions at rates and under appropriate conditions, commensura-

te with the vitality of the cell - with the idea of "locational speci-
fity" /15/ part-and-parcel of the defining character /6/.

In these localized microenvironments, traditional "macroscopic" des-
criptions of metabolic processes, employing the standard differential
equations for reaction/diffusion dynamics, simply break down /5/. 1In

particular, the idea of a "bulk concentration" will not apply, in most

instances, in the cellular microenvironments. Here, concentrations of
enzymes and their respective substrates are, in many cases, of the
same order of magnitude. It 1is highly plausible, that there are
"molecular channels" in organized multienzyme systems in vivo, wherein
each individual enzyme is subject to a local, "quantized" substrate
concentration /5/. A similar "channel" picture (the so-called "mosaic
chemiosmosis" model) has been proposed for the coupling of proton
pumps to Y -ATPase (see Dr. Kell, this volume).
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Similary, the "macroscopic” approach is inadequate for depiction uf
the overall, vectorialized material flow in reaction-diffusion systems
exhibiting the kind of inhomogeneity and anisotropy as those in vivo.
We need a physicomathematical construct that will relate the manner in
which the physical components are "hooked-up". The most promising
attempt, to date, is embodied in the network theory /5/. Such a

mathematical formalism goes a long way toward describing how things
are "hooked-up", both structurally and functionally, in the intermedi-
ary metabolism of the 1living cell. Yet, something 1is inherently
missing from the picture; some physical (nay, biophysical) "integrati-
ve principle" is lacking. Just how are the elementary processes, in an
organized multienzyme sequence in vivo, coordinated to produce a
"sociological unit" /6/? From holistic inclinations, we intuit that
there must be integrative factors which "zip" an enzyme system into a
whole, which subordinate the individual events (energetically) to the
good of the whole. In short, we need some indication of how metabolism

works in the organized state, in addition to our knowledge of how the

components are arranged physically.

Traditionally, we have tended to characterize, thermodynamically, the
"organization" of coupled reaction-diffusion processes in terms of the
free-energy flow therein. This course has taken us far, 1in our

attempts to understand the nature (and chemical "directionality") of

biological processes. However, elucidation of energetic principles
applicable to the microscopic confines of organized states in vivo,
demands that the usual thermodynamic analysis be supplemented with
molecular details of the functional coupling /16/. Without such infor-

mation, one is limited to a "black box" approach - able just to define
global parameters.

We suggest, that one "integrative principle", potentially widely
applicable to material flow in organized enzyme systems, was proposed
25 years ago - a principle which has heretofore seen rather restricted
(though increasing) usage. The very inception of the concept of
"vectorial metabolism" dates to the pioneering work of Mitchell /17/,
in the late 1950's, dealing with group-translocation and chemiosmotic
reaction systems. He realized, early on, that chemical catalysis by

porters, may be regarded as occurring by specific ligand-conduction

mechanisms. That is to say, the chemical reaction taking place within
the active center of an enzyme 1is, by the virtue of inherent

anisotropy in the arrangement of reactive groups, a local vectorial

process. And, Mitchell recognized that, by plugging enzymes through
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membranes or organizing them in complexes, this local effect would
generate a macroscopic vectorial flow.

A basic motive in Mitchell's work has been the elucidation of general
mechanisms of linkage between metabolism and transport. This
"vectorial idea" found one of its earliest, and most notable, applica-
tions in the bioenergetics of electron-transport phosphorylation. Most
importantly, this work spawned the concept of "proticity" and the role
of the proton gradient as a bioenergetic transducing principle. The
"proton gradient" has emerged as a central, interconvertible form of
energy - interconnecting such diverse entities as electron transport,
ATP-bond energy, transhydrogenation reactions, flagellar (mechanical)
motion, pH regulation, active transport, and heat production. When the
cell must ensure flow of a substance in a preferred direction across
the organized phase of a membrane, transport is coupled to a local,

redox proton-motive-force generator or to an ion-translocating ATPase
(which, itself, may serve as a proton-injector /18/).

We would like to extend further the biological role of proticity - as

an_integrative force in the material transformations of intermediary

metabolism. Organization of enzyme sequences at cytosol - particulate
interfaces juxtaposes them to sources of proton gradients and signifi-
cant electric fields. 1Is this Jjuxtaposition fortuitous? Are the
localized enzymatic processes in vivo functionally independent of
those energy-transducing elements? We suggest not. In the next two
sections, we will suggest that the "reactivity" of the protein matrix,
in conjunction with the substratum of the afore mentioned
organizational modes, may be "designed" (teleonomically) to make full
use of such energy sources. As we shall see, this functional coupling
potentially entails long-range energy continua which add a degree of
coherency to cell metabolism.

III. ENZYMES: BIOCHEMICAL ELECTRODES AND PROTODES

Let us consider the "reactive" properties of the protein molecule,
which suggest that enzymes are suited to function as field-effect

electronic/protonic elements in the execution of chemical reactions.

A. Structural-Functional Bases of Enzyme Action

Throughout the 100-year history of enzymology /19/, the major
emphasis has been on the active center of the enzyme molecule. We have
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used the transition-state free-energy change, AG*, as a "window" into
the workings of this reaction site, decomposing catalytic processes
into entropic (AS*) and enthalpic (AH*) contributions. Indeed, all of
the customary sources of catalytic power can, via as¥ or AH*, be

formulated in the guise of transition-state stabilization /20/.

From the enthalpic (AH*) side, one finds in the enzymology literature
a number of catalytic (energetic) factors which lead to decrease 1in
AG*. Generally, these fall into one of the three categories: i) cata-

lysis by "rack" mechanisms (whereby the bound, ground-state substrate

is strained or distorted), ii) general acid-base catalysis (involving

proton-transfer to or from the transition state), and iii) electro-
philic/nucleophilic catalysis (usually involving covalent stabiliza-

tion of the transition state). Underlying these various catalytic

modes 1is the importance of 1local electric fields, in the micro-

environments of enzyme active centers. It has been suggested, that the
geometry of active-center dipole groups is engineered in evolution to
provide optimal "solvation" (electrostatic stabilization) of polar
transition-states /21/.

What of the role(s) of the protein matrix in active-center events?
Considering the relatively small volume occupied by the actual
reaction site, one might ask, why are enzymes so big? It is now

apparent, that the protein as a whole is designed to provide a speci-
fic solvent medium for a given chemical reaction /22/. Wherein, the

combined chemical and protein subsystems engage in a fluid and varia-

ble exchange of free energy, facilitating the entrance of the bound

chemical system into its transition state. Accordingly, we are led to

picture the protein matrix as an intermediary, a "deterministic"
mediator, between a localized chemical reaction-coordinate and the
ambient medium. A crucial point here is that, while the local active-
site configuration defines the physicochemical nature of the
substrate-product transition state(s), the protein molecule determines

the rate at which this state(s) is reached.

Viewing the enzyme as a macromolecular free-energy transducer, an

immediate question concerns the kinds of useful energy which are

transduced. It is gquite <clear, that mechanical (i.e., kinetic/-
potential) forms are involved /22/. Considering, the predominance of

activated protonic/electronic states during catalytic events at the
active center, it is natural to ponder a role of the protein molecule

as a protical/electrical transducer. There is an increasing indica-
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tion, from both experimental and theoretical fronts, that such
transduction does, indeed, occur in individual proteins, and that it
may be involved in catalytic processes /22,23/. Interest in this type
of energy transduction is heightened further, when we relate the
cytological juxtaposition of organized enzyme systems and sites of
protonic/electronic sources (see Section II). It is quite plausible
that, in many cases, the enzyme molecule not only connects the active
center mechanically to the surroundings, but, also, protically/-
electrically. ‘

Let us look at elements of protein structure which suggest such
energy-transduction design. The obvious possibilities are regions of
local secondary structure, viz., a-helix and B-structure. First, we

consider the a-helix. The o-helix possesses a marked dipole moment,

originating in the alignment of the dipole moments of the individual
peptide units /25/. The helix dipole generates a considerable electric
field, whose strength increases with helix length - particularly in a
medium (viz., the interior of a globular protein or a membraneous

phase) with low dielectric constant.

Hol et al. /25/ suggested that the electric field of the a-helix is "a
significant factor which must be included in the discussion of the
properties of proteins." The previous authors proposed three possible
functional roles of this field in enzyme activity: i) binding of
charged substrates or coenzymes, ii) long-range attraction and/or
orientation of charged substrates, and iii) contribution to catalytic
events. Several, widely diverse types of enzymes are known, from
structural studies, to bind negatively-charged compounds at the N-
terminal region of an a-Helix. Moreover, Hol et al. /25/ specify a
number of different kinds of enzymes (e.g., NAD-dehydrogenases), whose
active sites are known to be located at the N-terminus of an a-helix.
Moieties at such helix termini appear to function in proton-transfer
networks which "activate" (deprotonate) catalytic nucleophiles and/or
in stabilization of negatively-charged (e.g., oxyanion) transition
states.

Other, interesting roles of o-helical elements have been suggested.
Types of a-helices may constitute the framework through which proton
transport occurs in the well-known, membraneous proton "pumps" /26—

28/. Also, the a-helix seems appropriately designed for vectorial

conduction of phonon-like energy impulses, from sites of energy

release (e.g., ATP hydrolysis, redox reactions) to sites of utiliza-
tion /29/.
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Regular B-structures in some enzymes (e.g., serine proteases) most

likely contribute to local fields, involved in substrate-binding
and/or catalytic events. It appears, that B-structures provide an
additional way of integrating the substrate into the protonic
"circuitry" of the protein matrix /24/.

Another structural array, which may be particularly important 1in
proton semiconduction (see Section 1IV), is a hydrogen-bonded network,
formed by the interdigitated R-groups of parallel a-helix segments or
parallel B-structures /30/. Obviously, such a network could function
efficiently as a proton conductor only within a relatively hydrophobic
environment (viz., a membrane phase or inside a globular protein). As

shown by Nagle et al. /31/, this design can be a modus operandi for

proton "pumps", protochemical reactions, and, even, proton-driven
mechanical work (e.g., cyclic conformational changes, generated by

migrating "faults" which follow proton "hopping" - see Section IV).

Long-range, mobile protonic states are finding increasing relevance to
many cellular processes, stemming from the original pioneering sugges-
tion as to the role in electron-transfer phosphorylation /17/. As
indicated in Section II above, this kind of energy continuum is
emerging as a unifying theme in cell metabolism. The importance of
this theme demands, that we begin looking at enzyme structure/function
with new perspectives. Relating to basic enzyme action, as expressed
by Wang /23/, such protonic states may represent "a broad catalytic
principle which transcends the idiosyncracies of individual enzymes.”
The three enthalpic catalytic factors discussed above may all be
subservient to this "principle". That is to say, facilitated proton

transfer, in the enzyme-substrate complex, plays a key role in most
enzyme catalyses. [This is obvious in the case of acid-base catalysis.
It is more subtly involved in "rack" and covalent mechanisms. For,
nucleophilic (e.g., hydroxyl, sulfhydryl) groups at the active center
usually require "activation™ by proton shuttles or charge-relay
networks. ].

A similar notion has been advanced forcefully by Metzler /24/, in a

recent review on tautomerism in enzyme catalysis. As noted by the
previous author, "the rapid equilibration of isomers in which one or
more hydrogen atoms change positions is a prevalent phenomenon among
biochemical substances." He proposed that enzyme molecules have

evolved generally to conjugate with such protonic/electronic chemical

configurations, and that tautomeric effects in enzyme-substrate
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complexes probably play basic roles in catalysis and regulation. As
discussed by Metzler /24/, proteins contain many tautomeric groups,
such as the peptide/amide groups (as discussed above) and many of the
amino-acid side-chains, as well as bound coenzymes. The non-polar
nature of the protein interior favors the formation of extended
hydrogen-bonded networks (and ensuing charge mobility) among these
various groups. Charge transfer through these chains is likely to be
fundamentally important to enzyme action. In particular, addition or
removal of a proton, at one end of a chain of such hydrogen-bonded
groups, will produce a local field-effect at a distance (and vice-

versa), via the "continuum" of the network /see also ref. 32/.

Superimposed on these designs may be long-range electronic semiconduc-

tion states which may be important in some enzymes, especially in
organized states in vivo /33/. Various modes of electronic (and elec-
tron-phonon) coupling between enzyme and substrate have been offered
as theoretical possibilities /34,35/.

B. Protein Dynamics

As indicated in Section III.A. above, there has been an increasing
awareness in recent years, of the role of the protein matrix as a
"mechanical mediator" between the enzyme active-center and the thermal
properties of the bulk medium. Naturally, the question arises, as to
the interaction between excited conformational (e.g., vibrational)
states and excited protonic/electronic states in the enzyme molecule.
This consideration 1is particularly important, when one notes that
virtually all enzymatic mechanisms involve some kind of mechanical
force, acting through electrostatic interactions, generated across

chemical bonds in the substrate.

Recently, Welch et al. /22/ reviewed various theoretical models, which
propose that spatiotemporal ordering of the fluctuational behavior of
the protein molecule serves an integral role in enzyme catalysis. A
notable principle, emerging from all of the models, is the unity of
the enzyme molecule and the ambient medium. We find that biological

evolution has apparently come to grips with the random field in the

medium, by designing a macromolecular structure which is capable of
"borrowing" and collimating that random energy-source in an aniso-
tropic fashion.
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Notwithstanding, there is something deceptive and misleading about
this developing picture. Again, we find the taint of the reductionis-
tic theme. Accepting the premise that most (if not all) enzymes of
intermediary metabolism operate 1in organized regimes in vivo (see
Section II), there is a certain degree of artificiality in our cons-
truction of general theoretical models which attempt to "unify" the

dynamical protein molecule with a bulk aqueous medium. We contend,

that by probing the above theoretical models more deeply, we discover
a hint - from the fluctuational behavior of the protein in bulk solu-

tion - as to the mode of operation in the organized states.

External and internal hydrogen-bonding plays an integral role in the
dynamic tertiary (and quaternary) structure of globular proteins
/36,37/. Following tenets of certain of the dynamical enzyme models
/22/, one sees that gaps ("faults", "defects") in the internal-bonding

arrangement might elevate locally the free-energy of the system -

electrostatically and mechanically, as well as "protonically" (see
Section III.A). Catalytic functions would, then, depend on precise,
internal "fault" states /36,37/. Such "faults" (or "defects") arise,

in a protein dissolved in aqueous solution, in conjunction with
binding-relaxation of bound water, fluctuating proton-transfer
processes and charge-density fluctuations at the surface, etc. (Inside
the protein, these "faults" can migrate, for example, by proton-
hopping /30/. The energy required for a single "hop" is about kT,
i.e., thermal energy.) Thus, isolated in bulk solution, the internal-

defect pattern of a given protein is subject to a random generator

from the solute/solvent system. The catalytic-turnover-numbers for

isolated enzymes in vitro reflect this random field.

A major thesis in this article, 1is that mobile protonic states in
organized enzyme systems in vivo are involved in such phenomena as
protochemistry, substrate translocation ("channeling"), and coordinate
"energization" of enzyme proteins. As noted in Section III.A, while
the active-site configuration dictates the energetic character of the
enzyme-substrate transition state, it 1is the protein matrix (in
dynamic interaction with the surrounding medium) which determines the
rate at which the system reaches that state. We propose, that proton-
conformational-interaction (PCI - a term coined by Volkenstein /34/)

constitutes a major mechanism by which enzyme-substrate complexes

reach requisite transition states.
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When "hooked-up" specifically to the "energy continuum” of a proton-
motive-force (e.g., at a membrane interface), the action of a given
enzyme may be "driven" dynamically by a steady-state proton flow (as
well as by local field effects). This flow would serve, in some
instances, a "stoichiometric" role, as a source/sink of protons for
protochemical events at active-centers /23/ - with the protein matrix
functioning as a conductor. And, generally, the "energy continuum" of

the mobile protonic state, by virtue of proton-conformational-

interaction (PCI), would serve to "energize" the enzyme-substrate
complex (i.e., toward defined transition-states) - with the protein

matrix functioning as a free-energy transducer.

Again we note the possible relevance of mobile electronic states, here

in relation to protein dynamics. Interaction of electronic and nuclear

degrees of freedom is well-known in solid-state physics. An example is
electron-phonon coupling in crystal-lattice dynamics. The roles of
such modes in enzyme action have been discussed by others /34,35,38/.
And, as evident from the contributions in this volume from Prof.
Fr6hlich and others, excitation of coherent electrical (e.g. dipole)
vibrations in proteins (via a phonon-condensation phenomenon) may play
a role in conformational dynamics of enzyme action in structured
regimes. (Indeed, there may exist in the 1living cell a duality of
protonic/electronic "energy continua” which bear upon enzymatic

processes /39/.)

IV. THE PROTON-SEMICONDUCTION MODALITY IN INTERMEDIARY METABOLISM

Let us now exceed the 1level of the individual enzyme molecule and
explore holistically the manner by which the mobile protonic state
("proticity") can actually integrate the multienzyme systems of inter-
mediary cell metabolism. First, we shall look at the "band structure"
of the semiconduction mode.

A. Band Structure

Following the discussion in Section II above, we assume that most (if
not all) of intermediary metabolism operates in a (quasi-) solid-phase
environment. Whereby, the associated protein-protein or protein-
particulate assemblages are amenable (approximately) to modeling as
solid-state matrices. Many of the basic ideas on solid-state protonic

semiconductors originated with studies on ice. This unique hydrogen
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bonded structure has been a model system, by virtue of the marked
mobility of protons therein /30/. Nagle et al. /30,31/ have developed
a model of proton semiconduction, in protein-membrane arrays, which is
apropos of our design herein. We follow their inciteful approach in
extenso in the ensuing treatment.

Nagle and Morowitz /18,30/ postulate as a new element in bioenerge-
tics, that the "universal energy intermediate" in the living cell is a
chain of hydrogen bonds with an extra proton and a potential barrier

on each end. The injected protons can come from 1) chemical reactions,
2) a reservoir of protons (or hydronium ions) at high electrochemical
potential, or 3) redox (or photo-redox) processes. Such a network
might be formed via parallel o-helical or parallel B-structural
elements, as discussed in Section III. Calculations /31/ show that
such hydrogen-bonded chains can rapidly transport protons, from high
potential to low potential, with 1little loss in energy. Such high-

energy protons, before being released into solution with low electro-
chemical potential, could be made to do work. The actual free-energy
change depends on such factors as the electrical field on the systemn,
the difference in dielectric properties between the bulk and the con-
ducting medium, and structural asymmetries in the hydrogen-bonded
network. The energy difference could be as high as 0.6 kcal/bond-mol,
e.g., 6.0 kcal/mol for a chain of 10 bonds /30/.

If this energized network is to perform useful work, there must be
control over the presence of protons and faults in the system. This

can be achieved by various gating mechanisms at the ends of the

chains. Following Nagle and Morowitz /30/, one plausible mechanism
involves a simple, cyclic alteration in the hydrogen-bond lengths

accessible to a migrating proton or fault.

Structural/energetic asymmetry in the hydrogen-bonded chains can
convert the system from a "passive" proton wire to an "active" device.
Here, the passage of protons and faults along a chain is intimately
coupled to conformational changes in the protein containing the chain

/cf. ref. 28/. Such a device can function as a unidirectional proton
pump or as a motor (producing cyclic conformational changes in the
protein) (see Section III.B). Most importantly, from the biological
viewpoint, the energy per cycle in these devices is tunable by the

protein within wide ranges. And, in general, a given protein might
contain more than one "active" hydrogen-bonded chain, which circum-

stance greatly increases the overall free-energy transduction.
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Notably, the individual proton/fault - transfer steps only involve
about kT in energy, and, thus, can be thermally (albeit randomly)
activated. This explains why many enzymes, which might be localized in
organized states in vivo, can work (at least, in some fashion) when

isolated in bulk aqueous solution (see Section III.B).

B. Organized Enzyme States

Nagle and Morowitz /30,31/ applied this proton-semiconduction model to
proton-pumping, as found in mitochondrial, thylakoid, and bacterial-
membrane systems, as well as to the "protochemistry" of ATP synthesis.
However, the previous authors alluded to more general roles. Of
course, a major requirement in this design is a (relatively) hydropho-
bic medium for the "proton wiring", with possible participation of
structured water. The bulk aqueous phase is too dissipative.

We would like to employ the tenets of the Nagle-Morowitz model, in the
analysis of the functional modes of organized-enzyme states in the
living cell. In so doing, we make the following postulates:

1) There exists, in the solid-phase regions of the cell interior, a
mobile-protonic-state (continuum)/7/. This state is maintained by
local redox (or photo-redox) processes or other proton-injector
sources (e.g., H'-ATPases). The conduction pathways for the proton
flow may entail structured water and/or specialized network of

proton-transfer proteins /40/. The protonic "continuum" may extend

into the bulk phase, via the proteinaceous microtrabecular lattice
(see Section II).

2) Many organized multienzyme systems in vivo are "hooked-up"
functionally to particulate structures, so as to be "plugged" into
the protonic continuum generated in the solid-phase regions.

3) Certain hydrogen-bond systems in the individual enzymes are
designed to be wires, which function in PCI-energization of

enzyme-substrate complexes (see Section III.B).

4) Enzymes, whose catalytic processes involve transient proton-
transfer events in transition-state stabilization (e.g., acid-base
catalysis), contain "active" wires which "energize" the catalytic-
center "protodes" according to the ambient, mobile protonic-
continuum (see Section III.A).
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5) Enzymes, whose chemical reactions involve net proton consumption
or production, contain "active" wires which interconnect the

chemical reaction stoichiometrically to the ambient protonic-

continuum (see Section III.A). Such enzymes represent local

sources and sinks on the continuum (proton reservoir). Thus,

protons may be injected or withdrawn by chemical reactions located
at the termini of hydrogen-bonded chains (by analogy to ATP
synthesis/hydrolysis in the H*-ATPase /18/).

6) Inter-protein "wiring" (proton pathways) of the localized multi-
enzyme assemblages is designed, in some cases, so that the mecha-

nical translocation of intermediate substrates can be driven by

proton-flow (i.e., PCI mechanical work - see Section IIIB).
Hence, substrate-transfer ("diffusion") along the enzyme sequence
can be coordinated with the conformationally-linked dynamics of
the catalytic processes of the individual enzyme reactions by
virtue of the universal mobile-protonic continuum to which the

entire multienzyme assemblage (as a unit) is subservient.

7) Local electrical fields (at the particulate-cytosol interface)
play a variety of functional roles. For example, they would aid in
the proper alignment of many membrane-associated enzymes, in
substrate~translocation, and in dictating the dynamics of proton
flow.

Let us elaborate on the nature of these postulates. Postulate 1 is the
conceptual basis for the entire picture, as discussed in Section I
(see ref. 7). Proton-conducting pathways, along the planes of energy-
transducing membranes, have been proposed by a number of workers (40).
The idea, of a ("protoneural") network of proton-transfer proteins
(see Dr. Kell, this volume), is particularly attractive. Importantly,
such a scheme could explain how the system controls (gates) the flow
of protons to particular "sinks" acceording to the energetic matching
of the network conducting-proteins with specific enzyme proteins which
utilize the flow. Insulation of the proton flow, along hydrogen-bonded
chains, from protein to protein would be aided by the ambience of
structured water at the surface of the particulates. Continuity would
be ensured, though, by direct protein-protein interaction, involving
quaternary contacts. As 1is well-known, such interactions wusually
involve hydrogen-bonding across an interface which 1is highly
hydrophobic in nature /24,41/. Such interconnection may be important
in allowing the mobile—protonic—staté to extend into the bulk, via the
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microtrabecular lattice. A similar role of the lattice, in electron
semiconduction, was suggested by Lewis /33/.

Postulate 2 implies, that enzymes have "social sites" /6/, which
recognize binding sites on the particulates (as well as sites on other

enzyme-proteins in the assemblage). In addition some internal amino-

acid sequences (e.g., a-helical regions - see Section III) may specify
the alignment of the enzymes with the local electrical-field structure

/42/.

Postulate 3 follows from the discussion in Section III.B above. Here,
we envisage the "energy continuum" of the mobile-protonic-state as
coordinating the PCI-energization of the multienzyme assemblages.
Also, postulate 4 comes directly from the analysis in Section III.A.
These two postulates relate the role of the "energy continuum" in
facilitating (and coordinating) the entrance of the individual enzyme-
substrate complexes into their respective transition states.

Postulate 5 is based on the "proton-well" picture of Ht-ATPase-
catalyzed ATP synthesis /18/. Nature has developed a very efficient
and refined scheme, here, for <coupling a chemical reaction
stoichiometrically to an "energy continuum". The proton-motive-force
is a ubiquitous entity in the living cell. Following Nagle et al.
/18,30/, we propose, that such a coupling mechanism may be involved in
many other proton consuming/producing enzyme reactions in the

organized state in vivo /7/.

Concerning postulates 4 and 5, we see that proton abstraction or

donation at the active site, depending on the chemical nature of the

catalyzed reaction, would be facilitated by the relative orientation
of the conducting (asymmetric) hydrogen—bondedbchain(s) in the enzyme-
protein with respect to the vector field of the local proton gradient
and the vector of the local electrical field /31/. For reaction

processes requiring proton-donation, the local residence time of the

proton, emerging from the protogenic site in the enzyme active-center,
is an important question. In this regard, Gutman /43/ has suggested,
based on experimental findings, that such an enzyme microcavity "can
serve as an efficient storage system, capable of accumulating more
than one proton per catalytic event and utilizng their electrochemical
potential as a driving force". Without such localized proton "channel-
)

ing," the activity of a given enzyme molecule would be dictated by

random, thermal fluctuations of the bulk pH - which, in the microenvi-
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ronments in vivo, can be significant. (A similar consideration, in the
opposite sense, holds for active-center groups which must be maintai-
ned de-protonated for enzyme activity). (See Section V.)

Postulate 6 represents the metabolic counterpart of the well-known,
proton-mediated membrane transport process. For such a scheme to be
operative in the multienzyme systems in the solid-phase regions in
vivo, there must be rather close juxtaposition of the various enzyme
proteins. The issue here is one of "channeling" of intermediate sub-
strates. Most of intermediary metabolism must function under condi-
tions of efficient compartmentation /5/. The most expedient means of
achieving this would involve a precise processing of one molecule of
the "pathway substrate" at a time along a sequentially-acting multi-
enzyme complex. In vitro studies with isolated multienzyme complexes
have demonstrated the reality of this processivity ("channeling") /5/.
And, such a compartmentation view is consistent with accumulating
experimental measurements in_ vivo, indicating that substrate-enzyme
molar ratios are often around unity (and, in some cases, less than
unity).

The alternative to this extreme, holistic view of intermediary

metabolism is the reductionistic idea, that the steady-state pool

levels of intermediate substrates are at the whim of K/V ratios of the
individual (non-interacting) enzymes /44/. Although one might suppose
the existence of physical (e.g., viscosity) barriers on the out-
diffusion of intermediate substrates in localized microenvironments
/45/, it is difficult to imagine how such a metabolic process could

operate without inefficiencies (e.g., leakage, side reactions).

Accepting the view that many of the multienzyme systems, organized in
the solid-phase regions in vivo, actually form protein-protein

complexes (generating two-dimensional "crystalline arrays" on the
particulate structures - see Section II), we must inquire into the
energy source for the putative substrate-translocation phenomenon.
Ultimately, this energy must appear as mechanical/conformational work,
in the site-to-site translocation process. The energy can come from
one (or a combination) of two possible sources. First, there is free

energy derived from the bound chemical subsystem. Virtually all

chemical reactions yield products, initially, with a nonequilibrium
distribution of vibrational and, in some cases, electronic energy. The
fate of such states in bulk solution is rapid (e.g., collisional)

relaxation. However, within the confines of a multienzyme cluster,
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part of this energy may be retained within the protein superstructure
and "used" in subsequent catalytic processes /5,6/. Substrate-
translocation, among interacting protein molecules in a multienzyme

assemblage, may be facilitated by this kind of transduction.

Secondly, the energy (motive force) driving the translocation might
come from an external source. One possibility, proposed by Fr6hlich

/42,46/, involves the participation of Coulombic forces generated by
excitation of dipole states in the organized enzyme assemblage (see
Section III.B). Additionally, we suggest that, within protein-protein
complexes in solid-phase regions in vivo, PCI-dynamics may play a
significant role in facilitating the processing of intermediate
substrates. This represents a possible corollary of postulates 3-5

above. These postulates 1imply, that the progress of the bound

substrate along 1its prescribed chemical-reaction profile is

coordinated with a local proton flow. This flow would act to drive
the conformational changes occuring during enzyme catalysis in the

manner of a cyclic engine /28,30,31/. (This idea is consistent with
the two-state model of ATP-linked ion pumps, suggested by Hammes

/47/.) The most expedient operation of a multienzyme array would
entail "cyclical matching" of sequential enzymes, such that one enzyme
in the aggregate is at the beginning of a "conformational cycle" at
just the moment when the preceding enzyme-product complex is a the end
of a "cycle". Optimal conditions for efficiency in energy flow, as
well as in metabolite "channeling", would obtain, provided that sub-
strate-translocation is coordinated with the proton flow in the enzyme
ensemble. Interestingly, a recent study with aldehyde dehydrogenase
/48/ revealed a stoichiometric proton. release, from some ionizable
group on the protein, triggered by a substrate-induced conformational
change. (Details of this process have been discussed by Berry et al.

/39/).

This translocation modality would demand "energetic matching " of the
organized enzymes, according to the "protoneural hypothesis" of Kell
/49/. In addition, it would require a degree of complementarity

between a given enzyme and the enzyme-product complex of the preceding

metabolic step (as opposed to the free product molecule). This notion

was proposed by Friedrich /50/, as part of his "dynamic compartmenta-
tion" model. (Experimental support for this model has come, for
example, from studies of glycolytic enzymes /51/.)
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As evinced from studies on energy-transducing membranes /40/, proton
translocation and local electric fields are interdependent. Regarding
postulate 7, Berry et al. /7,39/ have considered a number of possible
field-effects on the orientation of adsorbed enzymes, local proton

flow, catalytic events, inter alia.

V. IMPLICATIONS

Multienzyme systems adsorbed to subcellular particulates may poten-
tially be subject to a number of energy-transduction modes. Indeed,
some of these modes have been treated in other contributions to the
present volume. We have focused only on aspects related to the "mobile
protonic state." Our aim has been to draw attention to a possible
physiological connection, between the central bioenergetic concept of
"proticity" and the universal role(s) of "mobile protons" in enzyme
structure and function. It is quite plausible, that our mobile-
protonic mode 1is inextricably associated with other transduction
modes. Thus, it may be somewhat artificial, to dissect this as a
distinct phenomenon. The possibility of such a unification remains to
be explored.

Experimental evidence, in support of our holistic idea, is presently
circumstantial and equivocal. Nonetheless, we believe the notion to be
based on sound physicochemical and biological principles. And, the
number and diversity of biochemical/biophysical concepts which are
potentially consolidated seems beyond fortuity. Moreover, the tradi-
tional reductionistic manner of extracting and studying individual
enzymes in vitro is biased against any long-range, energy-transduction
modality. Removal of this bias may pave the way for empirical approa-
ches which will recognize the synergistic nature of living systems -
the whole is more than the sum of the parts. In the present context,
it is clear that the course will require a combination of experimental
methodologies from classical enzymology and contemporary biocenerge-
tics.

Our "protochemical picture" bears many implications for biochemistry
and cell biology. A number of important considerations have been
stressed by Berry et al. /7,39/. These include consequences in such
areas as metabolic regulation, hormonal action, and energetic effi-
ciency of metabolism. In particular, the previous authors stressed the

potentially erroneous way in which steady-state mass-action ratios are
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determined in vivo. Many metabolic (e.g., kinase, dehydrogenase,
ATPase) reactions involve a proton as reactant or product. In free-
energy calculations we customarily "ignore" the protons, assuming that
they equilibrate with the bulk. Our "proto-chemical picture" suggests,
that this approach gives false quantitative results for a host of
cellular processes.

Here, we would like to note additional implications:

1) Local pH. The concept of "pH" relates to statistical, bulk-phase
properties. As is obvious from Section III, the structure and
function of most enzymes would be sensitive to pH changes. This
consideration raises major questions, regarding operation of
enzymes in organized states in_ vivo. In subcellular microenvi-
ronments the usual definition of "pH" breaks down, and fluctua-
tions in proton concentration (activity) predominate. The atten-
dant, serious implications for cellular enzymatic processes have
been emphasized by a number of workers /14,52,53/. Clearly, this
problem is obviated, if localized enzyme systems are "plugged
into" a mobile-protonic-continuum, according to the postulates of
Section IV.

2) Evolutionary considerations. We suggest, that the central roles of

mobile protons in enzyme structure and function reflect the nature
of chemical catalysis in the primordial conditions of prebiotic
evolution. Dating from the early work of Bernal, it is widely held
that prebiotic reactions took place on clay surfaces in aqueous
media /54-56/. Clays are abundant, exist in great variety, and are
capable of concentrating (adsorbing) small molecules from aqueous
solution. Many clay minerals behave as effective acid catalysts,
with unusual proton-donating properties. This is thought to result
from water molecules which interact strongly with the clay sur-
face. The bound (polarized) water apparently plays a crucial role
in proton-transfer events during the local chemical reactions.
Accepting the premise that biological evolution is an anagenetic
process, we follow the suggestion of Good /56/, that present-day
enzymes are "micro-colloids" reminiscent of érimordial state.
(Hence, the importance of hydration, observed for most enzymes in
vitro.) Some (e.g., digestive) enzymes have evolved to function in
bulk solution and are subject to thermal "energization" (e.g., by
random proton-transfer processes) in the bulk medium. Whereas,
many enzymes of intermediary metabolism may be designed to "plug



into" a coherent protonic state (perhaps of the form proposed
above) maintained by the energy-yielding processes of the cell. In
the latter case, one sees the necessity for individual enzymatic
reactions to be subordinated into a coordinated unity.

Apparently, mobile protons (and conduction routes thereof) are
intimately involved in the evolution and maintenance of the
"living state". Enzymes, in their roles as highly specific and
reactive "micro-colloids", appear to serve as intermediary agents
in coupling mobile protons to chemical-reaction coordinates. As
eobionts and early "life forms" became more complex, selection
pressure may have dictated the creation of a means for homeo-
stating the mobile-protonic-state, with the generation of a long-

range energy continuum.

REFERENCES

1. Pagels, H.R. (1982). The Cosmic Code: Quantum Physics as the
Language of Nature. New York: Simon and Schuster.
2. Zuidgeest, M. (1977). Acto Biotheor. 26, 30.

115

3. Lumry, R. and Biltonen, R. (1969). In Structure and Stability of

Biological Macromolecules /S.N. Timasheff and G.D. Fasman, eds.),

p.65. New York: Dekker.
4. Lumry, R. (1971). In Electron and Coupled Energy Transfer in

Biological Systems (T. King and M. Klingenberg, eds.), p.l, New

York: Bekker.
5. Welch, G.R. (1977). Prog. Biophys. Mol. Biol. 32, 103.
6. Welch, G.R. and Keleti, T. (1981). J. Theor. Biol. 93, 701.
7. Berry, M.N. (1981). FEBS Lett. 134, 133.
8. Zalokar, M. (1960). Exp. Cell Res. 19, 114.
9. Kempner, E.S. and Miller, J.H. (1968) Exp. Cell Res. 51, 150.
10. Coleman, R. (1973). Biochem. Biophys. Acta 300, 1.
11. Sitte, P. (1980). In Cell Compartmentation and Metabolic

Channeling (L. Nover, F. Lynen, and K. Mothes, eds.), p.17. New

York: Elsevier /North-Holland.

12. Srere, P. (1981). Trends Biochem. Sci. 6, 4.

13. Schliwa, M., van Blerkom, J., and Porter, K.R. (1981). Proc.
Acad. Sci. USA 78, 4329.

14. Peters, R.A. (1930). Trans. Faraday Soc. 26, 797.

15. De Duve, C. (1964). J. Theor. Biol. 6, 33.

16. McClare, C.W.F. (1974). Ann. N.Y. Acad. Sci. 227, 74.

17. Mitchell, P. (1979). Eur. J. Biochem. 95, 1.

18. Morowitz, H.J. (1978). Amer. J. Physiol. 235, R99.

19. Gutfreund, H. (1976). FEBS Lett. 62, (Suppl.), El.

Nat.

20. Fersht, A. (1977). Enzyme Structure and Mechanism. San Francisco:

Freeman.

21. Warshel, A. (1978). Proc. Nat. Acad. Sci. USA 75, 5250.

22. Welch, G.R., Somogyi, B., and Damjanovich, S. (1982). Prog.
Biophys. Mol. Biol. 39, 109.

23. Wang, J.H. (1968). Science 161, 328.

24. Metzeler, D.E. (1979). Adv. Enzymol. 50, 1.




116

25.
26.
27.
28.
29.
30.
31.

32.
33.

34.
35.
36.

37.
38.

39.

40.
41.

42.
43.

44.
45.

46.
47.
48.

49.

50.
51.
52.
53.
54.
55.

56.

Hol, W.G.J., van Duijenen, P.T., and Berendsen, H.J.C. (1978).
Nature (London), 273, 443.

van Duijnen, P.T. and Thole, B.T, (1981). Chem. Phys. Lett. 83,
129.

Krimm, S. and Dwivedi, A.M. (1982). Science 216, 407.

Dunker, A.K. (1982). J. Theor. Biol. 97, 95.

Scott, A.C. (198l1). In Nonlinear Phenomena in Physics and Biology
(R.H. Enns et al., eds.), p.7. New York: Plenum Press.

Nagle, J.F. and Morowitz, H.J. (1978). Proc. Nat. Acad. Sci. USA
75, 298.
Nagle, J.F., Mille, M., and Morowitz, H.J. (1980). J. Chem. Phys.
72, 3959.

Banacky, P. (1981). Biophys. Chem. 13, 39.

Lewis, T.J. (1979). In Submolecular Biology and Cancer (Ciba
Foundation Symposium No. 67). New York: Excerpta Medica.
Volkenstein, M.K. (1981). J. Theor. Biol. 89, 45.

Conrad, M. (1979). J. Theor. Biol. 79, 137.

Lumry, R. and Rosenberg, A. (1975). Coloques Internationaux du
C.N.R.S. (No. 246 - "L'Eau et Les Systémes Biologiques"), p.53.
Ikegami, A. (1977). Biophys. Chem. 6, 117.

Caserta, G. and Cervigni T. (1974). Proc. Nat. Acad. Sci. USA 71,
4421,
Berry, N.M., Grivell, A.R. and Wallace, P.G. In Comprehensive
Treatise on Electrochemistry, Vol. 10, Bioelectrochemistry (S.
Srinivasan and Y.A. Bhizmadzhev, eds.). New York: Plenum Press,
in press.

Kell, D.B. (1979). Biochim. Biophys. Acta 549, 45.

Hopfinger, A.J. (1977). Intermolecular Interactions and
Biological Organization. New York: Wiley.

Froéhlich, H. (1975). Proc. Nat. Acad. Sci. USA 72, 4211.
Gutman, M and Nachliel, E. (1982). European Bioenergetics
Conference (EBEC) Reports 2, 319.
Welch, G.R. (1977). J. Theor. Biol. 68, 267.

Welch, G.R. Somogyi, B., Matko, J. and Papp, S. J. Theor. Biol.,
in press.

Fréhlich, H. (1970). Nature (London) 228, 1093.
Hammes, G.G. (1982). Proc. Nat. Acad. Sci. USA 79, 6881.

Benett, A.F., Buckley, P.D., and Blackwell, L.F. (1982).
Biochemistry 21, 4407.

Kell, D.B. and Morris, J.G. (1981). In Vectorial Reactions in
Electron and Ion Transport in Mitochondria and Bacteria (F.
Palmieri et al., eds.), p. 339. New York: Elsevier/North-Holland.
Friedrich, P. (1974). Acta Biochim. Biophys. Acad. Sci. Hung. 9,
159.
Weber, J.P. and Bernhard, S.A. (1982). Biochemistry 21, 4189.
McLaren, A.D. (1960). Enzymologia 21, 356.

Sols, A. and Marco. R. (1970)- Curr. Top. Cell. Regul. 2, 227.
Fripiat, J.J. and Cruz-Cumplido, M.I. (1974). Ann. Rev. Earth
Plan Sci. 2, 239.
Mortland, M.M. and Raman, K.V. (1968). Clay and Clay Mineral 16,
393.
Good, W. (1973). J. Theor. Biol. 39, 249.




Indications of Optical Coherence in Biological Systems and Its
Possible Significance

K. H. LI, F. A. POPP>, W. NAGL?, and H. KLIMA*

! Institute of Physics, Chinese Academy of Sciences, P. 0. Box 603, Beijing,
People’s Republic of China

2 L aboratory of Biophotons, P. 0. Box 48, D-6521 Florsheim

3 Department of Biology, The University, P. 0. Box 3049, D-6750 Kaiserslautern

4 Atomic Institute, The Austrian Universities, SchiittelstraBe 115, A-1020 Vienna

Introduction

The widespread, if not general phenomenon of "ultraweak" photon emission from living
1
cells and organisms, which is different from bioluminescence ), has been extensively

reviewed2_4)

The measurements are carried out with a photomultiplier of high sensi-
tivity in the range between 200 and 800 nm. The living material is kept within cuvet-
tes in a dark chamber in front of the photomultiplier (for a more detailed description

3_5)). With our equipment a photon current density of 1 photon/s/cm2 can be

see refs.
detected at a significance level of 99.9 % within 10 hours. The uptake of count num-
bers within given time intervals and calculations are carried out with an interfaced

computer.
The following characteristics of photon emission are now generally accepted:

(1) The intensity turns out to be of the order of a few up to some thousand photons
per cm2 per second.

(2) The spectral range spreads at least from infrared to ultraviolet.

(3) Proliferating cell cultures radiate more intensively than to those in which growth
has ceased. The cells mainly emit in the Gl-phase.

(4) Dying cells exhibit a relatively intense photon emission, regardless of the cause
of death such as refrigeration, heat, centrifugation or treatment with toxic agents.

(5) No agent is known which does not influence the photon emission.

However, nothing is known about the biological significance of this phenomenon. The
interpretations reach from "imperfections" (= chaotic spontaneous chemiluminescence

, 6 . . . . .
from various sources) ) and radical reactions (e.g. the dimol-singlet-triplet tran-

T - 2
sition of oxygen 202 > 202+h at 634.7 nm)7 10) to messages of genetic information” '

11,12)

With respect to Froéhlich's fundamental papers on energy storage and long-range coher-—

13,14) 15,16) 17,18),

ence in biological systems and the basic work of Prigogine and Haken

we feel that the aspect of coherence may play an important, if not the most essential
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role in order to describe and understand biological phenomena. This stimulated us to
investigate some characteristics of biological photon emission with respect to its
possible coherence. We will show that (1) there are some indications of at least
partial coherence of this ultraweak radiation in biological systems, (2) we can des-
cribe these features in terms of coherent DNA-exciplex formation, and (3) a variety

of biological phenomena can be understood within the framework of this model.

Some Physical Properties

The temperature-dependence of photon emission exhibits the same typical course as
that of other physiological functions3). This indicates that the imperfection theory6)
cannot fit the situation. In contrast, we have to assume that the photon emission is
either a product of a physiological process (e.g. the lipoxygenase reaction7_10)),
or a regulator of physiological functions. The activation energy due to thermal

excitation corresponds to 0.4 to 0.6 eV.

As far as reliable results of the spectral distribution have been obtained, there is
evidence that intensities of the same order of magnitude can be found within the range
of at least 800 to 250 nm. This corresponds to occupation numbers f at about 10_20,

if we apply the photon emission to a stationary photon gas in phase space. The spec-
tral distribution remains remarkably unaltered, even if the intensities increase up

to a factor of 103 such as in the case of poisoning3).

This observation is in accordance with some experiments, where an almost identical

decay behaviour of all modes within the range of infrared to ultraviolet has been

registered after exposure of cell populations to light i11umination3).

Of course, the photon intensity I(t) after excitation with light (which is switched
off at a time to) drops down according to

I(t) = A(t+t0)_B (1)

where A and B are constants. A(B) and B depend on the system under consideration. In

most cases we find 1 < B < 3.

The decay function (1) corresponds to an oscillator system with coherent (in this
case frequency-stabilizing) feed-back scattering of radiation to its damped source.

This can be seen by inserting the solution

x(t) = x,() - (1+d(t)) -exp (iw,t)

into the well known equation (2) of a damped classical oscillator.
X+ 20 (1) - X + w,%x =0 2)

where the damping function A(t) accounts for the couplings within the system. Thereby,
we confine ourselves to a definite class of slow-varying deformations d(t) of the
source, namely to those expansions (or contractions) which are constantly put into

the change of amplitude itself. This class is defined by condition (3)
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amw  _
a0 +1

(t)
_t)‘ 3)

|
0
S

where s and B are connected according to (3a), as can be seen by evaluation.

_ g-3
s = 601 (3a)
A more detailed foundation, regarding quantum theoretical aspects, has been given in
19,20)
refs. .

Measurements of photo count statistics (PCS—experiment521)) show that the probability
p(n,At) of registering n photons (n = 0,1,2,...) within a given time interval At is

significantly different from a purely chaotic distribution, even for a multimode sys-
tem with the highest possible degree of freedom3’22). On the other hand, the consist-
ency of the results with a Poisson-distribution, which accounts for a coherent radi-

ation field, cannot be refused.

R . . . 2 .
Coherence of radiation within a medium requires some transparency ). If one violates,
for example, a seedling at a certain position, at the same time a considerable in-

crease of photon emission can be observed not only at the position of attack but also

23)

at the whole surface of the seedling . This observation coincides with "light piping
2

by plant tissues" 4), where a "remarkable degree of optical coherence" has been proved.

The transport of coherent light takes place there without considerable loss not only

at the membranes but through the whole cells.

Our investigations clearly show, in addition, that the DNA may represent the essen-
tial source (and sink) of "ultraweak" photon emission. This has been indicated by
using ethidium bromide (EB) as a tracer molecule. EB intercalates into DNA without
considerable reactions with other biomolecules. Intercalation of EB induces the un-
winding of the DNA-superhelix-structures. After complete unwinding, a renewed winding
with opposite rotational direction takes place at higher concentrations. We found
that the intensity of photon emission from seedlings increased and decreased with

5)

.2
the same dependence on EB concentration .

A Model

It is now generally accepted that exciplex formation takes place in DNA, which can
compete with monomer emission and, in some cases, predominate even at room tempera-
ture26'27). Since exciplexes (excimers) exist only in the excited state, while the
ground states are repulsive, such materials form a medium with negative absorption

coefficient.

As an example, Figs. la and 1b display the energy diagram corresponding to a four-
niveau system. k4 represents the radiationless transition rate from level 4 to level

3, and k2 is that from level 2 to 1. A, B are the Einstein's coefficients for sponta-
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neous and induced transitions, respectively. ni is the occupation number of energy

level i, p represents the energy density of the radiation field due to transitions

between level 3 and 2.

R (r)
N

~ /’,
D)= ~ """

Fig. 1 a. Fig. 1 b.

We then obtain the following rate equations:

n = . * _

n, 1/2 Pn1n1 k4n4 (4a)
n, = k4n4 - (A + pB)~n3 + 1/2-an2 (4b)
n2 = 2(A + pB)n3 - k2n2 - an2 (4c)
n, = k.n_ - Pn,n,* (44)

1 272 11

P is the "pumping" factor accounting for external energy supply due to collisions of

28)

n1 unexcited and nl* excited monomers .

19)

According to Haken's "order parameter method" we get ﬂ =n, =0 for an "overdamped"

4 2
motion due to k4 and k2, which accounts for rapid radiationless transitions within the

same electronic potentials. Hence, we have

ng o+ 1/2n2

]

n = const. (5a)

° - o = *
n, 1/2n2 Pn,n 2(A + pB)n3 + pBn

1™ (5b)

2

After using the definitions

= - - = * -
o = ng 1/2 n, and y(o,-0) = Pn n, 2An3,
the equation (5b) can be rewritten in one of the coupled laser equations of O'Shea
et a129)'
G = y(0,~0) - 2Bpo (6a)
18)

where o0, is the equilibrium inversion of o . The other equation is obviously

6 = 2Bpo - Kp (6b)

with K representing the loss factor.
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By use of the additional condition

n, o+ nl* + n, + ny+n, = N = const., (7)

where N is the total number of bases, we obtain finally after expansion of p at about
the initial value p,:

- 2
n, = Con + Cln3 + C2n3 (8)

with ¢, = Bp,, C, = 1/2P(N-2n) - A - 2Bp, + Bp'n, C, = -2Bp' and p'

o 1 9 (== )P,-

5n3
We then have a metastable state of exciplex formation exhibiting laser action with

a stabilized state at threshold30).

The feed-back coupling of equ. (8) must not be overlooked in DNA. In particular, the
appreciable occupation of level 2, which is different from the usual randomly dis-
tributed exciplexes in solution, plays a dominant role. It is also necessary to con-
sider the interactions of phonons in the DNA-lattice system giving rise to transitions
from, and to, level 2. As a consequence, the feed-back scattering of the radiation
field may become coherent if, and only if, the photons are coupled with phonons of

the DNA lattice. These interactions can be discussed in the framework of polaritons.

This topic is now subject of our investigation and will be published elsewhere.

The experimental results and their interpretation apparently are consistent with co-
herent radiation of DNA. In addition, within the framework of our model, a variety
of biological phenomena, such as cell differentiation and growth regulation, enzymatic
activity, temperature dependence of physiological functions, active transport, pattern
recognition (for instance: immunological response), chromatin condensation and cell
adhesion, can be explained from a physical basis which escapes the difficulty of find-

ing control mechanisms, which themselves do not need again a regulator ad infinitum
2,31)
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Coherent electric waves have been predicted to exist in biological systems$1) We
try to link the consequences of their propagation in the cell medium to some

peculiar features of cell architecture and organization such as cytoskeleton

(2)

formation and dynamics. This will give a consistency argument in favour of the

(3)

existence of coherent electric waves in living systems.

The general ponderomotive force produced by an electric field E and a magnetic

N
field H acting on a dielectric with polarization P and magnetization M is given
by (4)

-> ->
x> 1+ > > > > > 1 OP = 1 oM >
f—pE+—é~_]xH+(P V)E+ (M V)H+E§EXH T3 X E 1

In a first approach we will drop the terms depending on the magnetization M (which
is expected to be important only in a specialized class of cells) and we will also

. . P T
omit the linear term arising from the "true" current source j. Therefore

N
- . 1 2% 3 '
f=pE+ (P V)E+C8txH “an)

In eq. (1') we have the usual linear term DE, the nonlinear term, called the

"gradient force" (% - V) E, and the term of "radiation pressure" i_ﬁi -
c ot

Since coherent waves can bring very large values of E (of the order of 107 V/m),
the nonlinear terms of eq. (1') are expected to dominate on the linear omne.
Consequently, we will drop the first term in the right hand side of eq. (1').

(5)

The gradient term can be written as
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—x—r__ -1_ 2_1&_
(P*V)E = - grad po(p,T) * g grad E p(ap)T + (2)

1 2
-— E

8T grad €
where € is the dielectric permittivity of the medium and po(p,T) is the pressure in
the medium in the absence of an external field, at the same volume and temperature T.
The pressure gradient term, although relevant in many applications,can be disregarded
in a microscopic approach. Moreover, we will use an approximation valid for gaseous

media and dilute solutions (as the cytoplasm can be considered in a rough approxima-

tion):

p%f(e— 1) 3

After trivial manipulations one gets from eq. (1")

2 x H (4)

(o5}

Io)
gy

T 1 1
f = STT(e 1)V E” + <
The first term in the right hand side of eq. (4) shows that a high power, strong
directional electric wave

E(Z,t) = % A(Z,0) exp [i(we kD] + c.c.

can produce condensation or rarefaction in a medium according to the sign of the
.. 2 . .. . .
coefficient of VE". This coefficient is a function both of the frequency w of the

beam and of the typical resonance frequencies w , of the dielectric. It has been

ok
shown(6) that
w? - wz
L e-1yv E2=CZ—3k———-—— v g2 (5)
8m i (wz _ u)2)2*_1,2
ok k

where C is some positive constant and Tk is the damping of the k—th oscillator.
This gradient force is important when the incoming frequency w approaches w, one
of the frequencies of the medium. An attractive (repulsive) force in the direction
transverse to the propagation axis of the beam will then be present when

wo>w(mo<m),

The gradient force produces then a waveguide in the medium along the intemnse and
directional electric beam, where a condensation of matter takes place. This process
eliminates the geometric and diffraction divergences of the beam, leading to a very

efficient propagation within the waveguide ("self-focusing").

In order to discuss this kind of propagation, the gradient force can be expressed

in terms of the properties of the refractive index of the nonlinear medium(7). On

the basis of the Kerr properties of protein solutions(s), we will consider a 'cubic"
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. . 2 2
medium, i.e. n=n_ ¥ n, [A]7 (e = g +e,[A]T),

From the Clausius-Mossotti equation for an isotropic medium

n2-1

5 =% PO, (6)
n +2

where o is the polarizability, we can express the variation An (at the lowest order)

induced by an electric field E as

On = (An)p + (An)a

) 2
(An)p = % KpAIAlZ -
(An)u = —2" KG')\IAI

_2mc

now

Kp’Ku are the electrostrictive and acKerr constants respectively. (An) is the varia-
tion of the refractive index due to electrostriction; (Aanis the variation of the
refractive index arising from ac Kerr contribution. It should be noticed(g) that
only in the case of non—polar molecules it is possible to approximate the ac Kerr
constant Ka with the contribution coming from the induced dipole moments (K1)dc to
the dcKerr constant; this contribution is always positive whereas the dc Kerr
constant ch can also be negative. For polar molecules with large dipole moments,
&1 is in general smaller than the absolute value of the dc Kerr constant. Again

we find as it appeared from eq. 2, that the propagation of an electric wave in

a nonlinear dielectricis governedby an electrostriction term and by a molecular
orientational one(Kerr term). From eqs. (2) and (7) theKerr contribution appears
to depend onw and can be strongly enhanced when w approaches a resonant frequency

of the medium.

As far as the propagation of the beam is concerned, it can be shown(7) that eq.(7)
implies the "self-focusing" of the beam, i.e. the beam shrinks and, after travelling

in the medium a critical length

n

-2 o )5

R = —
nl 2 nZIAIZ

(a being the radius of the cross-section of the beam), gets confined in a thin

waveguide ("self-trapping") provided that its power be greater than a critical value

P = (1.22)2A2c/256 n
cr 2

The above discussion compels us to conclude that coherent electric waves form in the
medium a network of waveguides which in turn may attract "selectively'" molecules

in solution which have appropriate vibrational frequencies. Self-focusing streng—
thens very much the role of the gradient force by shrinking the beam and steepening

its profile. Therefore molecules will experience stronger forces when the conditionms
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for the beam self-trapping are met. An increase of concentration and an alignment of
the solute molecules are then generated around the beam, resulting in a dynamic
self-association, which is a requirement for polymerization. It has been recently

(10)

reported that polymerization can be actually induced by ordering the monomers.

At this point, let us turn to the radiation pressure term in eq.(4). The direction

in which this force is exerted depends upon the longitudinal or transversal character
of the time dependent electric field : a longitudinal wave produces a force trans-—
versal to the direction of propagation whereas in the transversal case the force is
directed along the beam axis. As a consequence, in the first case the gradient force
will change its magnitude; in the second case, molecules will also be pushed along
the beam axis. The interplay between gradient forces and radiation pressure gives
rise to an "optical mechanics"as shown by the experiments on laser induced"levitation"

an (12)

performed by Ashkin and on laser isotope separation : biological systems seem
to be an excellent lab for such an'optical mecanics'.The radiation pressure squeezes
then the molecules, selected and attracted by the gradient force, in the waveguide
and transports them along it.This squeezing enhances the probability that monomers
ordered by the gradient force could polymerize. The contribution of the radiation
pressure term to the assembly of the monomers could account for the dynamics of
polymerization: the polymer can lose monomers at the end of the self-trapped beam

while acquiring them at the opposite end.

The cytoskeleton consists of three different networks of filaments built up with
protein (mainly actin and tubulin) polymers. These filaments exhibit a labile

character, and their formation and dynamics strictly depend on a number of factors

such as cell shape,timing, environment (13,14)

(15)

: monomers are assembled at one end of the filament and

. Moreover, a "treadmilling" behaviour
has been observed
disassembled at the opposite end, giving rise to a unidirectional flow of matter.

These features, insofar unexplained, can thus be accounted for by the ponderomotive
forces generated by coherent electric waves propagating in form of filaments in the

nonlinear medium.

An evidence for the general character of the proposed model is provided by the
experiments on blood clotting(16); filaments — the so-called contractils - appear
when erythrocytes interact among themselves "4 la Frohlich" and an appropriate

macromolecule is present in the suspension.
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Specific Effects in Externally Driven Self-sustained
Oscillating Biophysical Model Systems

F. KAISER
Institute of Theoretical Physics, University of Stuttgart, D-7000 Stuttgart

Introduction

Some years ago it had been proposed that the excitation of self-sustained
oscillations (limit cycles) should be important for certain biological
processes (1). Both, an increasing number of frequency specific effects
in irradiated biological systems and some model calculations seem to
support the limit cycle concept (2-5 and the contributions of Frohlich,
Grundler and Drissler in this volume). The present article is a brief
review of simple models and deals with new aspects of the external drive

of limit cycles.

The Models

Some results of the following models will be given.
Model I: Externally driven generalized Van der Pol oscillator (6)

X + p(-1 + <2 - ax? + BXG) X +x = F(t) M I

Without external drive, this eguation exhibits two stable limit cycle

oscillations.

Model II: Coherent osciZZatiog Todel (1, 6)

%= yo + anov + (c? T Y - a%)v + F(b) M II
G = -Bv - GAOV
With F(t) = 0, a limit cycle exists within a certain parameter region.

The limit cycle contains both, a periodic chemical reaction and an elec-

tric vibration.

Concept and Consequences

Phase A: Onset of a self-sustained oscillation (F(t) = 0)

Necessary prerequisites for the creation of a self-sustained oscillation

Ccherent Excitaticns in Biological Systems
Ed. by H. Frohlich and F. Kremer
© by Springer-Verlag Berlin Heidelberg 1983
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are nonlinear interactions within the system and dissipative processes.
Under these conditions a periodic process can be produced at the expense

of a non-periodic source of energy.

Phase B: External perturbation of a self-sustained oscillation
(F(t) = F_ cos At)

step 1 [ LC(w,) —>QP, NP —LC (A7) |
The free internaloscillation (frequency wo) is perturbed by the exter-

nal drive (strength FO, frequency A). With increasing FO, the internal
oscillation runs through a series of quasi-periodic (QP) and irregular
(NP) states until it completely gets entrained (i.e. it oscillates with
A and a fixed amplitude, given by Fo). A sharp resonance peak results,
provided a certain threshold for FO has been reached. Specific results

are given in Fig. (1-2), showing a strong dependence on A and Fo.

step 2 LC(X) E*TT- c
(o]

The entrained limit cycle receives further perturbations and it can be

driven into an unstable state (collapse). However the critical field
strength Fc(k) leading to this collapse can be shifted to much higher
values FC(A), if in addition a static field F1 is superimposed to the

periodic field'(F1 has the tendency to create a stable nonoscillating

state). The following bifurcation schemes result (F(t) = Focoskt + F1;
F1 = 0 in the first sequence):
LC(wO) —> LC(A) — LC(A,X/2) —>NP ?:(—X) c. S I
LC(w ) —>LC(}) **LC(A/Z)—-»LC(A/4)~>-—LC(—I>§) - s 11
2
NP1 —»LC(A/6) —> LC(A/12)—>»--NP2 m c.

(NP=nonperiodic state, i.e. irregular or chaotic; C=collapse). With the
competition of FO and F1 the limit cycle runs through 2 series of peri-
od doubling states (P2, P4,... P128,... and P6, P12... P48,) and two
nonperiodic situations before it collapses. No other stable state exists.

step 3 Igb —» pulse propagation

The collapse of the oscillating system leads to the onset of specific
types of travelling waves and signal propagation. The critical fields
Fc(k) and FC(A) are strongly dependent on the external frequency A.

It turns out that the route from the free internal oscillation (state

of self-organization) to the collapsing state can be very different, de-
pending on both, the specific limit cycle and the type of external
verturbation.

For model M I one finds a transition from the free to the entrained

oscillation and finally to the large amplitude oscillation (vid. figs.
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1 and 2a). Under certain conditions the opposite behaviour occurs

(fig. 2b). In summary, the following situation is given for M I:

step 1':/LC(w )->QP, NP->LC(A)==LC (¥ )+ QP, NP—-LC(})

i.e. a superposition of 2times step 1.

Figure 2. Oscillation
diagram (MI)
ae A= W,,Jjump to large
amplitude oscillation
after a certain time
of external drive
b. A¢W, ,Jjump to small
amplitude oscillation
with frequency A

Figure 1. Competition between slow external and

fast internal oscillation

Oscillation diagram (x as a function of time t)
for MI with\ € (Wo.F. increases from a to f, the
internal oscillatiof gets more and more quenched,

the system is completely entrained in f

Figure 3, Collapse through
beat oscillatiomns
Oscillation diagrams (x as a
function of time t ) for MII.
The external field strength F
increases from a to c,
thereafter the collapse occurs.

l.h.s.pictures ¢ A =1/10 W,

center pictures :A= 1/4W,
r.h.s.picture A =1/20W,
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Figure 4. Bifurcation sequences

Power spectra (|lg c((.\))l2 -W) diagrams for M IT .F(t) = F_cosAt + F,.
¥  increases from a to f (part® ) and furthermore from a to d (parf ).
a’,c!’ ,f' and a',d’ are the corresponding oscillations (V=x ) to the
power spectra a,c,f and a,d.
% : P2 P4 P8 P16 P32 NP1 Pn = periodicity n )

: P6 P12 P18 NP2 NP aperiodicg
(frequency range : O - 2A ;3 0 =A in e (partd))

nu
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Figure 5. Stroboscopic phase portrait

x, 1 a5 a function of x (C= 2T/A ) for different values of F_.The pic-
t&fes P11, P2, P4, NP? , P6 and NP2 belong to the correspondgng pic-
tures of figure 4 .C is the collapsing state,stars denote deviations
from the stable amplitude regions,the star with an arrow shows the last
amplitude before the collapse occurs, The last diagram of the series
demonstrates the amplitude development for increasing Fo from P1 to P4

Figure 6. Bifurcation diagrams

Stroboscopic amplitudeV (= x 1 »0 large )as a function of the field
strength F_ . The second and %ﬁg third diagram are enlarged regions of
the 1.h.s.81agram sthe F_ region chosen is marked with the numbers 2
and 3.F, and A are fixed,the parameters are the same as in figs., 4 and
5.The n&mbers on the abscissa of picture 2 and 3 refer to the periodi-
cities of figs.4 and 5 ,shaded regions are nonperiodic situations.

In figs. 4~6 the stroboscopic amplitudes are those values of the oscil-~
lations,for which the external periodic field has its maximum
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The results for model M II are much more complex. An excitation with a
very slow external frequency leads to a collapse of the oscillation via
nonlinear beat oscillations (most of the amplitudes decrease, only a few
grow up very strongly; vid. fig. 3). For F(t) = FO cos At the sequence

S I occurs, whereas for F(t) = FO cos At + F, the sequence S II is exhi-
bited (vid. fig. 4-6).

The consequences of the different types of behaviour are:

- step 1 leads to sharp resonances (entrainment region) including thre-

shold and time of irradiation effects,

- step 1' accounts, in addition, for frequency and intensity windows,

- S II exhibits both, an enlargement of the stability region and a rather

complex behaviour with respect to the frequency of the resulting oscil-
lations (period doubling...).

- step 3 (including the forgoing steps) may give an explanation of the
frequency dependency and the extreme sensitivity'of resulting effects.

Finally, the complicated behaviour of M I and M II and its strong de-
pendence on FO, F1 and A may serve as a basis for speculations on the

occurence of extraordinary experimental results in irradiated systems.
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Addendum

A recent theory of Feigenbaum predicts that 1D unimodal maps should be-
have in a universal manner. Their dynamics run through a sequence of pe-
riod-doubling bifurcations and chaotic states. In addition, the bifur-
cation parameter should asymptotically satisfy a recurrence relation,
leading to a universal convergence rate (Feigenbaum's constant 6). Many
examples agree with these predictions. It is remarkable that the exter-
nally driven self-sustained oscillator (M II) exhibits the same dyna-
mics. The period-doubling sequence of S II is in good agreement with
Feigenbaum's results, the bifurcation parameter FO seems to converge to
§ or at least to its vicinity.



Forces on Suspended Particles in the Electromagnetic Field
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1. Introduction

There occurs the phenomenon of pearl chain formation above a critical field strength
if a suspension of small particles (diameter of approximately 10_4) is exposed to an
electromagnetic field. For special cases when the medium and the particles show no
dielectric losses, qualitative and semi-quantitative analysis has been given by Krasny-
Ergen (1) and Saito (2).This analysis is based on relations for the body forces which
are derived from energy principles in electrostatics and cannot be applied when di-
electric losses occur (see for example Landau-Lifshitz (3)).

This paper reports the results of calculations for the force of interaction between

two particles, when the medium and the particles have dielectric losses. These re-
sults enable us to calculate the trajectories of the particles in the process of

pearl chain formation.

2. Calculation of Body Forces from the Electromagnetic Momentum Balance

Two balance equations can be derived with the help. of the time dependent Maxwell equa-

. . . . T > T
tions; one for the electromagnetic field energy density u, = % (E B+ A -%) and
. . - 1 =
the other for the electromagnetic momentum density P, 75 [EX?D.

[¢]

. T
In the following we make use of the nabla notation and B for example means the trans-
posed vector. The symbols used are explained in the list of the symbols. We follow
here the derivations given by Meixner (4) and De Groot and Mazur (5). With the space-

time dependent Maxwell equations

]
Vxﬁ = .]? + %’E B 3 VXE = - S.‘E g
(2.1)
L s ved = o
one gets
ou T 2. > 1 |=2T BE 2T 85
e — -— . —_— * —— — * ———
R EB) + 3 [D ot © s*c}
(2.2)

R
1 (3T 0 =+ 9B T =+
" [g ok H.E] #7.3
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This is in general no conservation law for the field energy and therefore an energy

principle cannot be used to calculate body forces in media with losses. This is

possible only when the dissipated power

2T+ 1 (=T 3F =T 3D =T od =T 38
Q = E-3-3 Die s- - Eegp +B oo - H e o= (2.3)

becomes zero. For periodic fields of the frequency w the time average of Q is of the

form (we assume time dependence ~ e_lwt and D = &b R B = pﬁ )
- _ l 1 " > 2 l " - 2
Q = 3 (6 + we )!Eol + 5 wu IHOI (2.4)
where " " i
e = Im{e} 5 u = Im{p} 5 o = Refo}

For dissipative media or particles (sn $0 or u” 10 or c' $ O) Q will be un-
equal zero. Therefore, the force calculation from the variation of the field energy
must lead to meaningless results.

On the other hand there exists the electromagnetic momentum balance which can be used
to derive meaningful expressions for the body force. For the local time change of ge

one gets with the help of Maxwell's equation
9 - _ >
st Pe 7 WV =%, (2.5)

where I is the Maxwell stress tensor and %e the electromagnetic body force. There are
infinite many ways to write the right hand side of (2.5) in the form of a balance equa
tion. One must observe that the definition of Il determines %e' With that in mind one
makes the follpwing choice for I

o= 3[BT ST HT T - T 8 ) (2.6)
which is a symmetric tensor. U means the unit tensor, products with a dot are scalar
products and without a dot dyadic products of vectors. With (2.6) for Il one gets for
the body force

o= 1 [(VT.*)B - (TTB)E + Bewnd - Basd

+ (VT-ajg + BxUxH - FxvxB ] (2.7)
v o+ BB 4 2 (B - L )
p J 02

This expression contains the well known terms of forces on charges and currents. The
additional terms are related to dielectric and magnetic inhomogeneities and the radi-
ation pressure. For the vacuum %e becomes zero.

For the total momentum, the sum of mechanical momentum T3 and Ee there exists a con-

servation law (in the nonrelativistic &pproximation)

= (+3) = (-w +1- By (2.8)



136

if no other external forces are present. P is the pressure tensor. Only the diffe-
rence II -~ P has a physical meaning. Combination of (2.5) and (2.8) leads to a mate-

rial momentum balance.
3 > - =T %
5?'(TV) = - (Tvv + P)-V + £ (2.9)

where the pressure tensor P depends on the field quantities and the thermodynamic
state. This dependence is determined by the choice of %e and is not yet specified.
If the electromagnetic field becomes zero, P goes over into the usual mechanical
pressure tensor.

For periodic fields E(;, t) = Re{f(;)e—lwt}

of the frequency w one gets for the

time average of the body force

to= - frel[B[Pve + [H] 7w - SBT V(&) - LT v ()
€ u (2.10)
+ 1w(f*xﬁ + Exﬁ*) eu}

Here we assumed p = O ; ? =0 B = 53 5 B = uﬁ with complex and frequency de-
pendent € and u.

Use has been made of Maxwell's equations for periodic fields in the complex notation

v<i = ? - iwd 5 vxE = iwB
(2.11)
7D = p 5 VT-ﬁ = 0

* means the complex conjugated quantity. In (2.10) there we have terms proportional
to the gradient of € and p well known from the body force in electro and magneto
statics. For media with losses we get additional terms which depend on the gradients
of a/e* and “/u* . Furthermore, there are terms with A , which contribute to
the body force at higher frequencies.

In the time average the electromagnetic momentum balance equation goes over into

(TT-7) = (2.12)
with
T = ,% Re {e}+ FE" + T F - |F]? v) (2.13)

+ % Re {u} (@7 + TETF - |H)2 U)

For the material momentum balance one gets in the time average, if no other external

forces are present

(P-v) = %e ; (2.14)

. . . > . .
Here we neglect the convective contribution TVVT as small at not too high field

strength.
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With an external force %ex , which keeps the body at rest, we get

Fev-% =1 (2.15)
e ex

and because of (2.12)
—_ —_ N >
J?ex dv_ = J (P, -T)en, da_ (2.16)

where A is the volume of a solid body, ag its surface and ;s the surface normal
vector. Use has been made of Gauss' theorem.

At a surface of discontinuity between a solid body (s) and a liquid (1) we get a
surface force %sl in general. For a surface at rest this surface force must be com-

pensated by an external force and we have

> >

t = -t . (2.17)
ex sl

From limit considerations of (2.12) and (2.14) applied on a small volume including

the surface of discontinuity one gets

+y

g1 = (M -P -T_ +P)en . (2.18)
The total external force, which keeps the body at rest in the time average is given

by

ex

Fo= f"t* da +f% av . (2.19)
ex S ex S

With the help of the equations (2.16) - (2.18) one gets.

> —_ >
F,, = f (F; - T)en, da, . (2.20)

Equation (2.20) enables one to calculate the force acting on the center of mass of

a solid body immersed in a liquid if the pressure tensor and the Maxwell stress ten-
sor are known in the liquid at the surface of the body. An external force ?ex pre-
vents the movement of the center of mass. Similar considerations allow to calculate
the external torque, which prevents the body from rotation. This will not be done
here, because we deal finally with homogeneous rigid spheres where no rotation should
occur in a homogeneous field.

In the following we discuss (2.20) in special cases. For this we have to solve the
Maxwell equations for special boundary conditions and take into account the material
momentum balance (2.14) for the liquid. Because the general problem is too complex,
we cannot give a general solution of the problem. Many approximations must be done

to arrive finally at applicable formulas.
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3. Force on a Body Immersed in a Fluid. Spherical Particle with

Dielectric Losses

We start with equation (2.20) for the calculation of the force on a spherical partic-
le in an external RF field (RF = radio frequency). Under the conditions that the
radius a of the particle is small compared to the distance d of the electrodes and
this distance is small compared to the vacuum wave length Ao = E%E we can neglect the
terms with the magnetic field strength T in the Maxwell stress tensor (2.13) and the

body force (2.10). This terms are small of the order %». The Maxwell equations go
over into ©

- -
VXE = 0 or E = -V . (3.1)

This means for the field calculation we have an electrostatic problem.
For the determination of the pressure tensor P we have to solve (2.14) with the given

expression for %e' In the special case we discuss here, (2.14) goes over into

(Bev) = -+ re { [E]%ve - " B v(E) ) . (3.2)
€

In general, equation (3.2) does not lead to hydrostatic equilibrium with P =pU
where p is a scalar pressure. Therefore one can expect the appearance of a hydrodyna-
mic motion in media with dielectric losses at higher field strength.

For lower field strength we neglect the contributions of the terms with Ve and V E/e*
and get a constant pressure tensor P if there are no other sources for a hydrodynamic
motion. A constant pressure tensor does not contribute to the surface integral (2.20)
and we get for the external force, which keeps the particle at rest

> _ 1 22T = 2T =22 T
F. = -1 Rele} J (B{E] + EjE] - |E[[7 U)eng da, . (3.3)

If the particle is rigid and homogeneous, the surface integral (3.3) can be transfor-

med into
> 1 * 2T% > > 2z
F, = - 1iRe {sl} J [(b - b)(ES -nS)Es + blEsl Os
(3.4)
+ b2 12T3 1% 2 | aa
. e - s s s
with b = s 1 . (3.5)
€1

The surface integral (3.4) contains only field quantities at the solid side of the

liquid-solid interface. Use has been made of the transition conditions

>T = _ >T - > -
ElEl n, = ESES ng and EanS = Esxns
at the solid-liquid interface and of the fact that we assumed Ves = 0 (homogeneous

particle).
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If one applies (3.4) for a special case, various approximations must be made to eva-
luate the surface integral in equation (3.4). For a homogeneous rigid sphere in a
slightly inhomogeneous field we make use of the gradient approximation. This means,
we express the field at the surface by a Taylor expansion around the center of the
sphere up to first order terms. This expansion reads

> > > -~ _T >

- . .6

E (a o) E(0) +a (EV )O ng (3.8)
where E(O) is the electric field strength at the center of the sphere, (ESVT)O the
gradient of T at the center and a the radius of the sphere. For the integral

(3.4) one gets

A _ \ * =>T * >THy =
P -5 (DT(2p + 8) (VE) T+ b(T + ) (VE)E|-Re (e} (3.7)
V is the volume of the sphere. The field and the gradient must be taken at the center
of the sphere. A similar integration has been performed by Denner (6) in the electro-
static case.

One can now introduce the external field Eo instead of the actual field E inside the

sphere. The external field is the field that exists at the point T inside the sphere

if Eg T Ep -
the external field. At the center of the sphere one gets

In general, there is a functional relation between the actual field and

> 3 >

E o= b+ 3 Eo (3.8)
and

2T 5 =T

VE® = 55 7% VEO . (3.9)

These relations can be calculated from a multipole expansion. They are valid only at

the center of the sphere. For the external force one gets

>
ex

*
3 [ b b } * x (2
= -V +—=—| (e +e,) V|E | . (3.10)
0 gt )t °

This expression is valid for slightly inhomogeneous fields. It goes over into the
well known result of electrostatics in the case b*= b and € = Ei when one ob-
serves that Eo is the amplitude of the external field.

We compare equation (3.10) with a formula for the external force derived by Sher (7)

from an energy principle. Sher's result is given by

*

*
e, b e b
1 1 x 2
v ( = ] v|E, | (3.11)

N
Fex(Sher) = -
b+3 b" +3

o] w

which is different from (3.10) for complex dielectric constants € and £y - The diffe-

rence between the two expressions has the form
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(>-b") (e, -€])

> > - .9 > 2
P - F (sher) = -2V E vIE |
(3.12)
n ] A} " "
, _‘B_V(ES €1 T & )¢ 7|2
- 4 2 2 o
e 12 [a+b]

1 " 1 "

1 + i€ and e, = gy + i Eg - The difference becomes

Here we have introduced g, = € 1

] 1
"

zero if €, = 0 or if ES/E" = El/E" . This means the loss angle of liquid and
s 1

solid must be the same. For eg = 0 the difference between the force expressions
becomes proportional to EI2. So we come to the conclusion that Sher's formula cannot
be applied for media with large losses when the deviations (3.12) become large. This
is the case for conducting media at low frequencies where the imaginary part of g1
becomes equal to O/w with o being the conductivity.

The gradient approximation breaks down for stronger inhomogeneous fields. In this case
one must go back to the original expression (2.20) and find other ways to evaluate the
surface integral. This situation occurs for example when another particle is in the

close vicinity of the particle of interest.

4. Force between Two Spherical Particles in a Homogeneous

External Field.

>
We consider two identical, spherical particles in a homogeneous external field Eo in

the x-direction. The particles may have arbitrary positions with respect to the field.
The evaluation of the integral (2.20)(Sauer (8)) leads to an expression for the resul-

ting force on particle number 1 in the time average

I Ei 2t (1432 e’ )e
17 [ Eoxtt t =37 )8,
2 £ (4.1)
2 2s a3 2 a
(e -sel) - S5 ugox)]go +0(%5)
£ 3
with
27 v? |b|2 Re{el} €, " €
= 5 B b = — (4.2)
8m | b+3| 1
and
s = Re { b } (4.3)
b +.3 :

where V is the volume of the sphere of radius a, & is the distance of the centers of

. > . . . . . . .
the two particles, Eo is the unit vector in direction of the connection line between
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- . . . . . .
the two particles and e, the unit vector in the x-direction. on is equal to cosine
> > .
of the angle between ex and Eo . Use has been made of a series solution for the field
(Sauer (9)] with the expansion parameter a/i. In equation (4.1) terms of the order

(a/i]g are neglected. The force vector ?l lies in the plane defined by gx and Eo.

For Eo parallel to gx the force between two identical particles is attractive and for
>

EO perpendicular to e, the force is repulsive. For dielectric particles with

a = lO_ucm suspended in water at a field strength of 700 V/cm (amplitude) and £ = k4a

the attractive force (particles parallel to the field) becomes approximately
Fl ~ 2'10_13[ Newton J

The terms, proportional to s in equation (4.1), are minor corrections for distances

£ > 4a. The force ?l can be derived from a potential U. We have

>
Fl = - VE U (4.4)
with 5
20 EO P2(cos 6) s a3 a 8
U= — 5+~ |P,(cos 8] + 2] + o[&ﬁ } (4.5)
3 3
a 8
neglecting terms of the order (EJ . P2 is the Legendre polynomial of second degree

and 6 the angle between Eo and gx' The first term in equation (4.5) was allready
proposed by Saito (2) from the consideration of interacting dipoles. Saito does not
give an expression for a. Actually, one can look on the terms without s in (4.1) as
the force of interaction between two induced dipoles. The correction terms with s go
beyond a dipole approximation. For spheres at closer distances one has to take into
account higher multipoles.

The force Fl is a potential force due to the fact that the approximation we used co-

incides with the gradient approximation (3.6). One observes that VT-? is unequal

1
zero. The derivation of ?l from a potential U is formally and does not reflect any

relation to the interpretation of the field energy in electrostatics.

5. Trajectories of Particles in the Process of Pearl Chain Formation.

For higher electric field strength one can neglect the influence of Brownian motion
on the particle movement. If U >> kT (k is the Boltzmann constant and T the absolute

temperature) the equation of motion for the relative movement of the particles reads

>
dg _ .
6T ngaTg T 2 Fl . (5.1)
with
> - _ x>
£ = 8¢ = 1, ry (5.2)

and ny is the viscosity of the liquid. Here we assumed that the Reynolds number is
small compared to one, and therefore we neglect the acceleration term. This is justi-

fied for most of the experiments. Equation (5.1) is valid for larger distances
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because we assumed Stokes law for the hydrodynamic resistance of the particles. From
the expression (4.1) for the force one concludes that the motion of the particles is
confined to the plane defined by gx and ZO at t = 0 . So we have a two dimensional

motion only.

In special cases (5.1) can be solved in a closed form. Introduction of the dimension

less quantities

20, Eg t N Z
T = ——— and Yy = = (5.3)
6mn a6 a
1
leads to the system of differential equations
dy 1 > 2 2 242
S A 5 - - 5
e 5| 2o, (1 + 33 Je, + (1 5Y.,) 5 (1wl )]E, (5.4)
Y Y Y
with _ _ -
ox ~ Sox  * Yoy ~ goy ? Yoz = foz -
For the initial conditions
v, (0 =0 5 ¥ =1-4% =42 (0) y=v(0) at t=0 (5.5)
oy ? ox oz ox ’

equations (5.4) can be integrated in a closed form, if s << 1. One gets then for

Y = E/a 1
¥(t) Yox(T)(l - Yix(T)) /2 .

¥(0) Yo (O (1 = ¥2 (0) ' '

This is a parameter representation of the trajectories in the x - z plane. If the

initial angle eo is larger than 63.40, the curved trajectory (5.6) goes parallel to

x-axis at 6 = 63.40, reaches a maximum distance between the particles at 6 = s5u.7°

is parallel to the z-axis at an angle 6 = 39.2° as long as a/& << %-.

For the time T one gets

Yox(r)

1 3
T = 3 [x(l - x2]] /2 dx (5.7)
Q(Y(O))S[YOX(O)(l - YOX(O)2)] /2

YOX(O)

where the integral has the value

\lir\)

1
3 =
[x(l - x2]] /2 = 7 (— 7xl+ + 13x2 - u)y - 2 Y2 F |arcos ¥x . /5]
. 2 . . P
with y = x(1 - x") . F(u, k) is the incomplete elliptic integral of the first kind.

In the case of a direct approach of the particles [E parallel to g%) the solution is

given by
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y(t)
T = %6-(y5(0) - YS(T)) + s YQ(T) - YQ(O)) - gs? J —Elél"~ . (5.8)
Y + H4s
y(0)

The value of the integral can be found in the tables.

The results of this paragraph, especially equations (5.6), (5.7) and (5.8), can be
used for the quantitative analysis of the process of pearl chain formation in dilute
suspensions. At lower electric field strength the effects of Brownian motion must be

taken into account.

6. Summary and Conclusions.

Interaction forces between suspended dielectric particles in an external high fre-
quency field were calculated with the help of the electromagnetic momentum balance.
If the medium and the particles have dielectric losses, the results of the calcula-
tion differ from the results one gets by using an energy principle (Sher (7), Pohl
(lO)). Because the electromagnetic field energy is not conserved, the application of
an energy principle leads to wrong results with respect to the dependence of the for-
ces on the dielectric properties of the medium. Furthermore, the influence of elec-
tric double layers on the forces in electrolyte solutions at lower frequencies must
be reinvestigated.

Equation (4.1) for the interaction force can be generalized when the particles have
different volumes and different dielectric properties. Then a becomes proportional
to Vl-V2 instead of V2. Particles with different sign of e, " € show repulsion

1
for allignement parallel to the field and attraction perpendicular to the field.
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Coherent Excitations in Blood

S. ROWLANDS
Faculty of Medicine, University of Calgary, Calgary, Alberta, Canada, T2N 1N4

I. Introduction. In Calgary, W.G. deHaas has had spectacular success in treating

fractured bones which would not unite and infected bones which would not heal (deHaas,
Lazarovici & Morrison 1979; deHaas, Morrison & Watson 1980) with pulsed magnetic
fields. Patients have been spared otherwise inevitable amputations. Dr. deHaas'
laboratory is next to mine and I always had an interest in his work. Two years ago
while on Sabbatical leave I began to look for an explanation of the induced healing
process at the cellular level. In the course of the search I came across the Frohlich

(1968,1980) theory of coherent excitations in living cells. I have not yet explained

Fig.l. Rouleau formation in normal blood
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bone healing in terms of the theory but it has given me an explanation of observations
which I made years ago in the course of experiments on what is called rouleau-formatior
in blood (F&hraeus 1929; Rowlands & Skibo 1972; Kernick et al. 1973). When blood is

at rest the erythrocytes (red blood cells, RBC), which are discoids of diameter 8 um,
array themselves face to face and give the appearance under the microscope of stacks

of coins (rouleaux, Fig.l). Rouleau formation is increased in a number of diseases

and it is assessed in the clinic by the erythrocyte sedimentation rate. The adhesion
of the cells is brought about by the macromolecules in plasma (the fluid phase of
blood) and an increased concentration of macromolecules in disease enhances the

adhesion.

II. Initial Observations. Blood cells are slightly more dense than plasma and so they

settle. They can, therefore, be viewed in a plane in the living state under a micro-
scope. Red cells are not motile and their only motion is a slow Brownian movement
which can scarcely be detected directly but which we study by taking a picture every
10 to 20 sec and then projecting the film at ordinary ciné-projection rates. For
analysis, measurements are made frame by frame on this film. I noticed years ago that
when two red cells came close they seemed to "rush'" together on the time scale of the
slow Brownian movement. At the time I had no explanation and it could have been an
illusion. So there was no incentive to authenticate and to measure the phenomenon
until the Frhlich theory came along.

The other observation was on rouleaux themselves. I have long thought that
rouleau-formation is a minor but essential step in the complex mechanisms of the clot-
ting of blood and that abnormal clotting, for instance, in coronary heart disease,
might be associated with abnormal rouleaux. I was trying to estimate the intercellular

adhesive force by traction on each end of a rouleau. What was intriguing and what

Fig. 2.
(Legend see p. 147)
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turned out to be relevant to the Frohlich phenomena was this: the cells came away
from each other but remained attached by scarcely visible threads (Fig.2) which could
reach lengths of ten or more times the cellular diameter. Moreover, if the tractive
force was released, the threads rapidly pulled the string of cells together, right
back into a rouleau. This seemed to be an active (energy-requiring) process because,
had the threads been merely viscoelastic, there would have been a rebound, but not

down to zero length.

III. Deviations from Brownian Movement. It was first necessary to prove that inter-

acting erythrocytes deviated from Brownian movement. Secondly it was necessary to
demonstrate that the interaction behaved in a manner compatible with the postulates

of Frohlich's theory. The experiments have been published in detail (Rowlands et al.
1981; Rowlands, Sewchand & Enns 1982a,b). The cells lie on a ruled, optically-flat,
horizontal surface and so their movement can be accurately measured with standard time-
lapse ciné-microphotography. When two cells touch they adhere and quickly (on the
time-scale of the experiments) align themselves into a two-cell rouleau. Adhesion and
alignment also occur when a cell touches a pre-existing rouleau or when two rouleaux
collide (Figs.3a,b). The process is therefore similar to the coagulation of a colloid
but with much larger "particles" and with aggregates which are more regular.
Smoluchowski (1917) developed a theory of colloid aggregation resulting from Brownian
motion in three dimensions and we have adapted this theory to the movement of cells in
a plane. The Smoluchowski theory of colloid aggregation needs further modification
before it can be used to monitor deviations from random motion for the following
reason. In the theory it is assumed that the diffusion coefficient of the individual

particles is given by the Stokes-Einstein relation

(1) p = XL
6mNnr

where the denominator is the Stokes' drag coefficient (u) for rigid spheres of

radius r in a medium of viscosity n
(2) ' b o= 6mr

The drag coefficient gives the relationship between the force F on a rigid sphere and

its terminal velocity v in a fluid of viscosity n

3 F = uv

Fig.2. The end cells of a six-cell rouleau have been gently aspirated into the glass
micropipettes seen left and right. The pipettes were then drawn apart. The contrac-
tils are not resolved by light microscopy. In this picture thein presence is inferred
by the distortion of the shape of the cells in the chain. On release of negative
pressure in the pipettes a normal-looking six-cell rouleau reforms
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Erythrocytes are discoids and not spheres and they are far from being rigid. Perrin
gave a correction to Stokes' equation for spheroidal particles and if this is applied
to RBC there is reasonable agreement with experimental observations (Canham, Jay &
Tilsworth 1971) on the free fall of erythrocytes in liquids. The small discrepancy
can be accounted for by the flexibility of the cells (Rowlands et al. 1982b).

But there is another discrepancy which arises inevitably from the design of the
experiments. We measured the Brownian movement of isolated red cells resting on a
plane surface (Sewchand, Rowlgnds & Lovlin 1982) and calculated the drag coefficient
u from Einstein's (1926) relation for the mean square deviation <U%> of particles

undergoing Brownian motion as a function of time, ¢:

(4) <U%> = 4kTep"!

Fig.3a(left) Distribution of the erythrocytes on the floor of the haemacytometer
chamber at the beginning of an experiment. The darker rings are small rouleaux seen
on end. There are also two prominent fuzzy spots which are artefacts

Fig.3b(right) The same field of view about an hour later. Note the diminution in
the total number of rings and the presence of larger rouleaux (pseudo-rectangles)
which have fallen onto their sides

and found that the drag p was consistently higher than that given by equation (2) even
with Perrin's correction. We also found the same proportional increase in drag for
rigid microspheres. It is clear that cells and particles, slightly more dense than
the surrounding fluid, and thus resting on the lower surface of their enclosure,
experience an increased hydrodynamic drag caused by proximity to the surface. For-

tunately we were able to coat the surface with silicone in a way that made this in-
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creased drag consistent, even when the cells were modified to test the postulates of
Frohlich's theory. Over the series of experiments the standard error of the mean of
the drag coefficient was less than 4% (Rowlands et al. 1982b). Nevertheless, because
the drag coefficient is a measure of unperturbed Brownian motion, against which we can
observe the deviations from Brownian motion, it is measured in the course of each ex-
periment by observations on cells which do not come close enough to other cells to
interact. From this experimental measurement the true value of the diffusion co-
efficient (D equation (1)) is calculated and incorporated in the Smoluchowski equa-
tions. When this is done the microspheres 'coagulate'" at the rate they should if the
collisions are simply the result of Brownian motion (Rowlands et al. 1982b).

When we do the same experiments on living human erythrocytes in their own plasma
the rate of coagulation is three times that expected for Brownian coagulation. The
differemce is statistically significant (p<0.001). The Smoluchowski theory of colloid
aggregation incorporates the possibility of an attraction between the particles and
permits the calculation of the range of this attraction. A tripling of the coagula-
tion rate implies an attraction at a centre to centre distance of three cell radii.
The cell radius is 4 um. Therefore the attraction begins to be effective when the
cell membranes are 4 um apart (Rowlands et al. 1982b) a distance of several orders of
magnitude greater than the range of chemical forces.

We therefore had an authentic ultra-long-range interaction and the next step was
to test if it had features in common with the predictions of the Frohlich theory of
coherent excitations in cells. This theory (Frthlich 1968,1980) predicts that there
should be interactions at a range of several micrometres between cells and between
macromolecules and organelles within and without cells, driven by a phonon-maser-like
process in living membranes. The major requirements for a Frdhlich process are

(a) an organized array of molecules as in a biological membrane

(b) a membrane potential to polarize the molecules in the membrane

(c) a supply of energy to the membrane, which if it is above a minimum value, will
trigger membrane vibrations into a coherent mode

We carried out the following tests (Rowlands et gl. 1981,1982a,b):

(a) Red cells were treated with glutaraldehyde which cross-links proteins and amino
phospholipids and so disorganizes the membrane. Some enzyme and receptor
activity remains and, at the concentration of glutaraldehyde which we used, the
shape, area and volume of the cells was unchanged. Suspended in their own plasma
these cells showed no deviation from Brownian movement and so no interaction.

(b) The red cell membrane potential was reduced to zero by bringing the pH of the
plasma from 7.6 to 6.3. This abolished the interaction and it was restored in
the same cells by returning the pH to 7.6. Although it can be argued that this
change in pH would have little effect on the properties of plasma we were able
to use another method of abolishing the membrane potential. Treatment of the
cells with ionophore A23187 makes the membrane leaky to ions and therefore

unable to sustain a membrane potential. Again the long-range interaction dis-

appegred.
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(c) Finally cells were depleted of their source of metabolic energy by letting them
use up their stores. This also abolished the interaction which returned when
the same cells were recharged with their source of energy.
In these various ways we were able to show that the interaction between human erythro-
cytes behaved in accordance with the major postulates of Fr8hlich's theory of coherent
excitations in cells. All these results have recently been confirmed (0.G. Fritz,

Jnr. private communication) by an independent method, quasi-elastic light scattering.

IV. Specificity of the Interaction. Fr&hlich predicts that the interaction should

be specific; attractive, repulsive or zero depending on the frequencies or phases of
the oscillations of the interacting systems. This specificity offers explanations
(Cooper 1981) for many currently inexplicable intracellular processes. It can also
explain how, in the apparent chaos of the early embryo, like cells can recognize and
join with each other. Experimentally a random mixture Zn vitro of initially isolated
embryonic liver and heart cells will sort itself out into a recognizable pattern
(Steinberg & Wiseman 1972) even when active cell movement is inhibited. There is some
evidence of a specific erythrocyte interaction in the experiments of Sewchand & Canham
(1976). They studied rouleau-formation among mixtures of cells from ten pairs of
different mammalian species. Contrary to predictions from the coagulation of poly-
dispersed colloids (Overbeek 1952) cells of the same species show a preference for
each other. There was an exception in the mouse-rat combination of erythrocytes, but
this exception makes it the more likely that the non-random pairing in the other cases
was an active process (Rowlands et al. 1982a,b).

There is no interpretation of the experiments of Sewchand & Canham (1976) other
than in terms of the Frdhlich phenomenon. In normal rouleau formation, when two cells
touch, they adhere permanently and subsequently they slide together to form a rouleau.
If, in the inter-species experiments, this did not always apply; if, when two cells,
one from each species, touched there was a possibility of them coming apart, the
result would be as Sewchand & Canham observed. To settle this point we have done a
number of experiments using the "Brownian'" method but with mixtures of either human
and cat cells or of human and dog cells. Exhaustive examination of the ciné-films in
fourteen experiments showed that no cells in contact ever came apart again. We have
also made measurements of interaction coefficients in the cat-human experiments.

These experiments cannot be done in plasma because of immunological reactions and we
have yet to find an artificial medium which is equally suitable to both cat and human
cells. But as a preliminary finding we have a significantly (p<0.005) lower inter-—
action coefficient for the mixture of cells than for either of the pair measured

alone (Sewchand & Rowlands 1983). It is therefore reasonable to conclude, on the
basis of Sewchand & Canham's work, combined with the above-described experiments, that

the erythrocyte interaction is species specific.
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V. Transmission of the Erythrocyte Interaction. From the experiments described we

have evidence of an intercellular interaction at a membrane separation of 4 uym. This
interaction depends on the membrane being intact, and on its having a normal membrane
potential and a supply of energy. These requirements are those of the Frohlich theory.
There is also evidence which can attribute specificity to the interaction. An addi-
tional finding which does not appear in the Fr8hlich theory in its early form is that
extended macromolecules have to be present in the suspending medium for an interaction
to occur. An interaction does not occur when the cells are suspended in isotonic salt
solutions. Nor does it occur significantly in serum (plasma with the fibrinogen
removed by the clotting process) nor in solutions of human albumin (the major protein
constituent in serum from normal subjects). Pohl (1980,1981) on the other hand has
detected an attraction of inorganic particles, which he attributes to a Frohlich pro-
cess, in cells other than erythrocytes, without macromolecules being present in the
suspending phase. But these experiments had to be done in media with a very low salt
content and hence very low electrical conductivity. So there is no incompatibility
with our findings. They suggest that Pohl is detecting a direct electromagnetic
attraction of membranes for artificial particles of high dielectric constant; in our
work the normal electrical conductivity of blood would tend to neutralize a direct
electromagnetic coupling, unmasking a more subtle interaction.

Our initial observations suggested that the erythrocyte interaction was trans-
mitted by fibrinogen, an extended macromolecule and not by albumin, a compact globu~
lar macromolecule. On the other hand it could have been a matter of molecular size,
fibrinogen having a much higher molecular weight than albumin. This possibility is
unlikely because we find a highly significant interaction with isotonic saline solu-
tions of both polyvinylpyrrolidone, MW 360,000 daltons and Dextran 70, average MW
70,000 daltons (Sewchand, Roberts & Rowlands 1982) and with poly(ethylene oxide)

MW 300,000 and 100,000 daltons. Solutions of fibrinogen in isotonic saline at
physiological concentrations (3-4 gl—l) give the largest deviation from Brownian
movement which we have measured, whereas albumin even at concentrations of 80 gl“1

(a little above the physiological range) gave no interaction. This suggests that the
secondary or tertiary structure of the macromolecules determines the ability to
transmit the interaction. It may be even more subtle still, for when we manipulate
fibrinogen, without altering the mass concentration, the large interaction may dimin-
ish or disappear completely (Boyd, Masri, Sewchand, Roberts & Rowlands: unpublished).
The biochemistry of fibrinogen is, however, complex and controversial (Doolittle 1981;
Plow & Edgington 1982) and so this finding needs cautious interpretation, but it does
suggest high specificity of the type envisaged by Frohlich (1972,1975) for inter-

actions between macromolecular systems.

VI. Contractils. This is the name we use for the contractile fibrils described in

the Introduction, which hold together a rouleau subjected to traction (Fig.2). Since,

on release of the traction, the fibrils contract down to zero length and the pre-
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existing rouleau reforms, it suggested that the fibrils were more than viscoelastic;
that the contraction was active and dependent on a source of energy from the cells.
We therefore tested the hypothesis that this too was a Frohlich interaction, by the
methods employed in investigating deviations from Brownian movement (see above).

Traction is applied to the end cells of a rouleau by sucking them into two dia-
metrically opposed micropipettes of internal diameter 3 pm. Static results are re-
corded by still photomicrography and the dynamical aspects by a television camera and
recorder or by high speed cinémicrography (Rowlands, Eisenberg & Sewchand 1983).
Contractils occur when cells are in their own plasma and in the two rouleau-inducing
solutions, polyvinylpyrrolidone, MW 360,000 and Dextran 70, average MW 70,000. Other
solutions have not yet been studied.

The properties of the fibrils vary significantly under the experimental manipula-
tions used to investigate the deviations from Brownian movement (see above: Rowlands

et al. 1982b). Glutaraldehyde-fixed cells do not form rouleaux but they sometimes
stick together. There is no sign of a contractil as they are pulled apart. When the
membrane potential is abolished using ionophore A23187 normal-looking rouleaux form
but, on attempting to apply traction, they fall apart. It is different when the mem-
brane potential is abolished by reduction of pH. Short fibrils can be produced on
traction but they break quickly. Similar short, weak fibrils arise with metabolically
depleted cells. Restoring pH, or repleting metabolically deprived cells, restores
contractile fibrils but only partially. That the revival was not complete is to be
expected. Interruptions of energy supply causes membrane changes (Lutz 1978). 1lMore-
over since electrical potential is energy, the membrane potential may be the final
source of energy to the coherent excitations and if it is not fully restored, this
too could prevent full recovery of the interaction. Glansdorff & Prigogine (1971)
find, theoretically, that energy is a fundamental thermodynamic necessity for the
stability of an organized structure such as a membrane, for its function and, of
course, for its assembly.

It is not surprising that short, weak fibrils can form when some inactive
erythrocytes are pulled apart. Macromolecules are the adhesive and these should form
a thread as the cells separate, as would two toy balloons, coated with heavy oil, and
then pulled apart. Further points can be made in favour of an active (energy-requiring)
process. The fibrils from living cells can be very long (>100 um) and they are very
stable. Figs.4&5 are scanning electron micrographs: they were produced from con-
tractils which had existed for at least half an hour (Rowlands et al. 1983). When a
contractil breaks, the remaining cells are pulled all the way back into a rouleau.

If the threads were just viscoelastic, they would shorten but not down to zero length.
In Fig.2 the pipettes are slightly out of alignment. It will be noted that the out-
side contractils attached to the cells held in the pipettes are directed radially,
towards the centre of the spherical parts of the pipette-held cells. As the pipettes
are manipulated in and out of alignment the points of attachment move freely over the

spheres without hysteresis and the direction of the contractil is always radial to
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Fig.4(left) Scanning electron microscope picture of a rouleau extended as in Fig.2.
The macromolecular solution was slowly replaced with isotonic glutaraldehyde while
tension was maintained on the pipettes. After being fixed by the glutaraldehyde the
specimen was washed in distilled water, dried overnight and then gold-shadowed.
(Line lower right is 5 pum long.)

Fig.5(right) As in Fig.4 but at higher magnification. The break in the middle is
artefactual but the discontinuities where the contractils meet the drawn-out cell
membrane are always present. (Line lower right is 0.5 um long.)

Fig.6, As in Fig.2. The negative pressure in the upper pipette has been reduced in
magnitude. The point on the cell held in the upper pipette moves freely, with no
lag, over-the cell surface as the pipettes are rapidly moved out of and into alignment
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the sphere. If the negative pressure in a pipette is reduced a little so that the
external sphere sags (Fig.6) then a point arises at the attachment of the contractil;
and this point also moves freely with the contractil as the alignment of the pipettes
is changed. A passive viscoelastic thread would always attach at the point on the
membrane from which it originated.

Rouleaux form in mixtures of cells from different species of mammals (Sewchand
& Canham 1976). They are not random in their grouping of cells from the different
species and this observation has been offered as evidence for specificity in the
interaction of erythrocytes (Rowlands et al. 1982a,b; Sewchand & Rowlands 1983). We
manipulated mixed rouleaux derived from human and rabbit erythrocytes which can be
distinguished by their different sizes. On traction such a mixed rouleau will demon-
strate weak contractils but it always separates at the junction between a rabbit cell
and a human cell. But if cells are removed from a mixed rouleau until only cells from
one species remain in the shorter rouleau, then, when pulled apart, normal contractils
are seen. This clearly demonstrates a reduced adhesiveness between cells from

different species.

VII. Discussion of the Various Experiments. The evidence supporting Frdhlich's

theory of coherent excitations in cell membranes is now considerable and consistent
(Frshlich 1980; Webb 1980; Pohl 1980,1981 and the work described above). Biomedical
scientists seem, on the whole, to be either ignorant of the theory or unwilling to
consider it rationally. Perhaps Frdhlich will have to console himself with the
sentiments of Max Planck: "An important scientific innovation rarely makes its way
by gradually winning over and converting its opponents: it rarely happens that Saul
becomes Paul. What does happen is that its opponents gradually die out and that the
growing generation is familiarised with the idea from the beginning" (Bartlett 1968).
Regrettably the opposition comes from the anonymous referees of scientific granting
agencies which, as a consequence, deny the support needed to test Frdhlich's theory
and its predictions.

Admittedly not one experimental approach has yet been decisive. One direct way
of proving the existence of coherent excitations would be by a study of muscle. As
it contracts there should be a condensation of phonon momentum, which would be de-
tectable by slow neutron spectroscopy, along, perhaps, with the solitons postulated
by Davydov (1977,1979). But it would be expensive and, so, impossible until the
granting agencies see the light: There is already some suggestion from the Raman
spectroscopy of active muscle (Pézolet et al. 1980) that the sliding filament
hypothesis of muscular contraction does not fit all the facts and might be improved
in the light of the Frdhlich theory.

The opposition is mainly of the "it cannot be" variety but a proffered chemical
explanation of the findings is worth considering. The suggestion is based on enhanced
water structuring near a surface and the formation of surface-associated gels. Long

chain molecules might attach to the cell surface and successive associations with
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other molecules could form a shell of loosely-attached gel structure near the surface
which, in turn, could interact with the gel around another cell. Such gels are
affected by pH and ionic strength. It is stated that this interacting network could
contract at the expense of chemical energy, though a source of chemical energy is not
suggested. There is, of course, ample evidence of "structured" water in cells (Clegg
1981) and the adhesion of. rouleaux has for twenty years been explained by the attach-
ment of long-chain molecules to receptor sites on the membranes of the erythrocytes
(Katchalsky et al. 1959; Rowlands & Skibo 1972). To fit the experimental findings
this gel structure would have to extend 2 um outside the membrane, so that when two
membranes came within 4 um of each other the gels could intermingle. But by what
mechanism is chemical energy supplied to the gel at this moment to cause its contrac-
tion? Gels and biological macromolecules are sensitive to changes in electrolyte
concentration (Cadman et al. 1982) but in the experiments in which the membrane
potential was abolished the pH changes were modest and the findings were confirmed,
without pH change, by treating the membranes with an ionophore to render them leaky.
The presence of such a thick layer of gel on the surface of living cells and its
absence on dead cells, microspheres, cells with no membrane potential and cells with
no energy would have shown up in the measurements of the drag coefficients (Rowlands
et al. 1982b, p.55). The standard error of the mean value of all the measurements
under these various conditions is less than 4%. Further analysis of the individual
figures reveals no pattern which supports the presence of such a gel. Other objec-
tions could be raised from many observations on the physical, chemical and biological
properties of blood but our own, unpublished, experiments on small lymphocytes are
worth quoting. Under identical conditions to those in the experiments on erythro-
cytes, the distribution of small lymphocytes is completely random as measured by the
"nearest neighbour" technique (Clark & Evans 1954). An occasional small lymphocyte
will become amoeboid, another will react strongly with platelets but the majority
execute Brownian movement. Two lymphocytes may approach each other by chance. They
rarely touch and if they do they quickly separate, presumably driven apart by their
electrical surface charge. Yet a passive chemical gel mechanism should apply to
lymphocytes as to erythrocytes.

The necessity of extended macromolecules to transmit the erythrocyte inter-
action is intriguing. Poly(ethylene oxide) is the most extended macromolecule (Stone
& Stratta 1967) with which we have found an erythrocyte interaction (Rowlands & Long:
unpublished). The minimum concentration of poly(ethylene oxide) MW 300,000 with which
we detect an erythrocyte interaction is 0.005 gl—l. A rough calculation shows that
at this concentration the volume of each molecule is associated with 7000 volumes of
water and that the mean separation between molecules is 34 nm. This separation is
too great for gel formation. We have speculated that the erythrocyte interaction is
mediated by quantum exchange of quasi-particles (Rowlands et al. 1982b). Davydov
(1979) has offered theoretical evidence for the transmission of the energy of the

hydrolysis of ATP from point to point, without loss, in cell structures by solitons
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moving in the a-helices of proteins. Solitons are quasi-particles which occur in
non-linear systems and which, because of topological constraints, do not dissipate
their energy (Bullough & Dodd 1977; Lamb 1980). Membranes and macromolecules cer-
tainly involve nonlinearities and so may sustain soliton transmission.

Del Giudice, Doglia & Milani (1982a,b) have combined the theories of Frohlich
and of Davydov into a model in which there is a "tight interplay between coherent
electric vibrations and vibrational solitons'. Of immediate interest is their pro-
posal of attractive forces between macromolecules in a Frdhlich field which could
lead to their alignment, aggregation and even polymerization.

If such filamentation is involved in the erythrocyte interaction at a distance
it is likely also to be the explanation for contractils. Although a '"chemical" gel
explanation is much more reasonable in this case, it can be refuted, as above, in all
respects except the lack of propinquity of the molecules. But the recoil to zero
length and the absence of a fixed point of attachment of the contractil to the mem-
brane make a gel hypothesis unlikely. The properties of contractils, together with
the deviation from Brownian movement, forms a substantial body of experimental evi-
dence for Frohlich's hypothesis. Scrutiny of Fig.5 shows a gap in the middle of the
contractil. This is an artefact of the preparation, but at each end of the contractil,
just as it widens out to merge with the distorted contours of the cell, there is a
very small gap and this occurs.in all the pictures (Rowlands et al. 1983). 1In the
better pictures a small thinner thread can be seen bridging the gap. There has to be
something there because what is seen in the picture is gold which has been sputtered
onto the cells and onto the contractils after they have been fixed in glutaraldehyde,
washed in water and then dried. There is certainly some sort of singularity where
membrane and contractil come in opposition and perhaps it is a gap across which quasi-
particles are tunnelling? On the original pictures there is also an indication of a
cross—-structure to the contractils.

A Frohlich mechanism will explain many presently obscure processes in living
organisms. Frohlich himself has discussed enzyme activity (Frdhlich 1970,1975), the
interaction of cells with electromagnetic fields (Frshlich 1980) and the problem of
cancer (Frthlich 1977), as have others (e.g. Cooper 1981). Vectorial ordered move-
ment such as that of receptosomes (Pastan & Willingham 1981) and the "automated-
factory-1ike" processing of proteins from the endoplasmic reticulum by the Golgi
apparatus (Rothman 1981) now have an explanation as does the whole process of protein
synthesis from DNA transcription to protein assembly. That is to say there is a
mechanism which offers specific tensor interactions at considerable distances on the
scale of a living cell.

The multitude of ordered processes operating at any one time in a cell and the
additional processes which can be turned on are more complicated than an industrial
factory, more complicated perhaps than a whole industry and it is inconceivable that
they are not controlled. There are well documented communications between cells

(Loewenstein 1979) which are probably necessary but far from sufficient. The Frdhlich
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process could add sophistication to Loewenstein's interaction but it is still an in-

adequate explanation, as it stands, for the function of a whole organ or organism.

VIII. Speculation: A Second Nervous System? This brings me back to the beginning

of this paper and the influence of electromagnetic fields on healing bone. An ortho-
paedic surgeon, R.0. Becker has done many studies from the regrowth of amputated
limbs in salamanders to the regrowth of bone in man (Marino & Becker 1977; Becker
1979). He explains his work in terms of Newrotrophism which is defined as "inter-
actions between nerves and other cells which initiate or control molecular modifica-
tions in the other cell" (Hubbard 1974). Interruption of nerve supply and various

neurological disorders have effects additional to the well-known motor and sensory

paralysis. There are changes in the skin and other tissues. In animals, section of
the lingual nerve causes the taste buds to disappear and they reappear when the nerve
is rejoined. Leprosy is a "neurotrophic" disease. Ranney (1973) describes an inter-
esting case of sensory loss in all fingers of one hand except the middle finger. The
other fingers had shortened to the length of the first finger joint but with remnants
of the fingernails still present. Ranney has also shown the value of neurovascular
transplants in halting such progressive "antigrowth'" (Ranney & Lennox 1978). Head
injuries sometimes cause bone to be deposited "all over the place" (C. Frank, private
communication) and there is a well-documented condition, melorheostosis Léri (L&ri &
Joanny 1922), in which bone is irregularly thickened giving the appearance on X-ray
of candle-wax flowing down the margin of the bone. It is associated with an embryonic
developmental error in the nervous system but is not related in its distribution with
any major nerves. Rather, it follows segmental sensory nerve supply of bone itself
(Murray & McCredie 1979). These types of observations and his own led Becker to

postulate a '

'second nervous system, electronic in nature, more primitive and basic to
the well-known action potential" (Becker 1979). I would agree except with it being
primitive and basic. Quite the reverse in my view!

In a scholarly article Fanchon FrShlich (1977) has analysed the complexity of the
language which must be involved in cellular information processing and communication.
This analysis makes it quite clear that a DC system would be inadequate by many orders
of magnitude for the neutrophic communication between neurons and somatic cells. But
supposing Herbert Frdhlich is correct and cells are communicating at very high fre-
quencies. Neurons, too, are cells and they may have adapted these frequencies to
information processing. A communications engineer would be in paradise if he had a
communication band extending say from 109 to 10}! Hz. He could pack over a million
frequency-modulated radio stations into this range or 150,000 television broadcasts.
If we assume a relaxation time for cell mechanisms, other than those mediated by
action potentials, to be of the order of one second, then there is ample time to
transmit complex information; for 107! second is to one second as one second is to
3000 years. The action potential may be just a crude, fast transmitter of urgent
messages and the "second nervous system" the important one, following the precept

that anything important is not urgent.
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The vibrations might be transmitted along the membranes of the nerve fibres
(axons) but they would be interrupted by action potentials. It is more likely that
microtubules in the axon are used. These are ordered helices of a protein, tubulin,
which extend along the length of the axoplasm. Their function in nerve is unknown,
though they are believed to be associated with axonal molecular transport, and in
other cells microtubules are ascribed the function of a cytoskeleton. Del Giudice
et al. 1982a,b) have explained Webb's results (1980) by mechanisms analogous with
well-established effects in nonlinear optics (NLO). Self-focussing and filamentation
are other NLO effects. Del Giudice et al. suggest that Frdhlich vibrations may,
similarly, be focussed into microtubules (and even assemble them), thereby being
transmitted over long distances, without absorption in the ever-present water.

In the central nervous system the neuroglial cells might be the centre of the
second nervous system. Neuroglial cells are complex in structure and they outnumber
neurons in the central nervous system by at least ten to one. Their function is
obscure and hypotheses range from that of a mechanical support structure to the seat
of memory (Galambos 1971). The membranes of glial cells invest those of neurons very
extensively and they come closer together (10 nm) than any cells which are not actually
in contact (Kuffler & Nicholls 1976; Orkand 1982; Picker & Goldring 1982). This gap
is close enough for the tunnelling of quantum quasi-particles between the two moieties
of specialized cells of the central nervous system.

There is therefore an adequate structure for a ''second nervous system" and the
mechanism is there in the Frdhlich hypothesis of coherent excitations. I have
developed this heretical speculation at some length because it may be easier to test
experimentally than, say, coherent excitations as an explanation for the tensor inter-
actions of the Golgi apparatus. Adey and his colleagues (Adey 1981; Lawrence & Adey
1982) have techniques for studying the interaction of high frequency electromagnetic
fields with the central nervous system. Developments in phonon optics and the propa-
gation of phonons in semi-conductors at the Bell Laboratories (Narayanamurti 1981)
make it feasible to detect or to inject phonon excitations directly. The advantage
of neurons over other cells is that their processes can be large (up to 1 mm in
diameter in the giant axon of the squid and metres long in mammals) and many nerve
fibres run together in large parallel bundles.

Even if these speculations turn out to be false, the Frohlich hypothesis is
unlikely to share the same fate. The evidence in its favour grows more compelling.
As evidence accumulates, the theory will develop as did quantum mechanics after
Bohr's theory of the hydrogen atom. Frdhlich's theory will be to quantum biology in

the 21st century as the Bohr theory is to quantum physics and chemistry in the 20th.
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Intracellular Water, Metabolism and Cell Architecture: Part 2

JAMES S. CLEGG
Laboratory for Quantitative Biology, University of Miami, Coral Gables, Florida 33133, USA

INTRODUCTION

Biologists seem to pay little attention to physical theories that
attempt to explain living systems without detailed reference to the
elaborate structure that we know exists, notably at the cellular and
subcellular levels. I suspect this explains, at least to some extent,
why Frohlich's theory of coherent excitations (See Frdhlich, 1980) has
almost gone unnoticed by the biological community. Therefore, the pre-
sent chapter will attempt to describe what we know about certain features
of the structure and function of eucaryotic cells, selecting those as-
pects that seem to be most relevant to the theory.

The title carries "part 2" because an initial attempt in that di-
rection was made three years ago (Clegg, 198la). At that time it was
pointed out that an intricate network of protein structures known as
the "cytoskeleton", and notably the then very recently discovered micro-
trabecular lattice, extends from the cell surface throughout the cyto-
plasm. Evidence was presented that suggested that this architecture
might be intimately associated with the metabolic machinery of cells
and that it also determined the physical properties of a large fraction
of intracellular water by virtue of its vast surface area. I proposed
that all these relationships could play a significant role in the es-
tablishment and propagation of the coherence predicted by Frdhlich's
theory. 1In the following section I will reconsider the essential fea-
tures of the ideas presented in part 1 (Clegg, 198la) and evaluate them
in the light of research performed since that time. It should be
stressed that space limitations prevent anything approaching a review
of these very active research areas. Only recent reviews and key ar-
ticles that provide access to the literature can be cited. As pointed

out in the previous attempt (Clegg, 198la) I claim no expertise in phy-

Coher§nt Excitations in Biological Systems
Ed. by H. Fréhlich and F. Kremer
© by Springer-Verlag Berlin Heidelberg 1983




163
sics in general, or in coherent phenomena in particular, and am in no
position to support or refute the theory under consideration here. My

objective is to provide a cellular point of view.

CELLULAR ARCHITECTURE

In the present context the group of cellular structures that ap-
pear to merit closgst attention are the cytoskeletal components: micro-
tubules (about 250A diameter) made from the protein tubulin; microfila-
ments (about 60% diameter) made from the protein actin; intermediate
filaments (about 1003 diameter) whose protein composition varies. These
and related structures have been the object of an enormous amount of
research, much of which has recently been considered in the two pub-
lished volumes of a Cold Spring Harbor Symposium (Albrecht-Buehler,
1982). In addition to these, the work of Porter and associates has in-
dicated the existence of a highly branched three dimensional network
that not only extends throughout the cytoplasm but is believed to sur-
round virtually all cytoplasmic structures with the possible exception
of mitochondria (see Porter and McNiven, 1982). This structure, abbrev-
iated "MTL", contains a large amount of actin which appears to be its
major structural protein; however, a wide variety of different proteins
are also closely associated with it (see Schliwa, et al. 1981) a point
to which I will return. The relationship between actin microfilaments
and the MTL is controversial and I should point out that alternative
views of the actin networks in cells havé been presented (see Heuser &
Kirschner, 1980; Albrecht-Buehler, 1982). My position is that Porter
and colleagues have made a very strong case for the reality of the MTL,
and I proceed here on that basis.

Of great importance to this discussion are extensive connections
made between plasma membrane and the actin networks (see Poste and
Nicolson, 1981; Avnur & Geiger, 1981; Penman et al. 1982). It is well
documented that many extracellular signals, a number of hormones for
example, exert their influence by first binding to receptors at the cell
surface. This binding is followed by cytoskeleton - mediated events
and/or the production of "second messengers" (cAMP, cGMP) via activa-
tion of the appropriate cyclase enzyme, also in or near the cell mem-
brane. Such "transmembrane modulation" plays a dominant role in cel-
lular function. Because the MTL makes direct or indirect connections
with these cell surface receptors as well as nearly all other cytoplas-
mic structures this system provides an excellent means of intracellular

communication.
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But the situation is made even more interesting by the detailed
work of Penman and associates (see Penman et al. 1982 for review). They
demonstrated that the functional units of protein synthesis, polysomes,
are also contained within or on the MTL (those polysomes that are not
attached to endoplasmic reticulum). Consequently, these key cell com-
ponents are structurally connected with cell surface receptors, as well
as other cell structures, via the MTL. Such connections clearly must
have important functional consequences. The Penman research group has
also recently shown that connections exist between nuclear chromosomes,
the nuclear cytoskeleton and the MTL (Capo et al. 1982). Those obser-
vations are of potentially enormous importance because they allow for
the possibility of genetic control, and other nuclear events such as
those involved with cell division, all potentially mediated via the
actin networks.

The picture that emerges from this brief description (diagrammed
in Fig. 1) is one in which essentially all of the ultrastructurally
recognizable structures in cells are interconnected by the MTL.

Dotted lines represent the MTL in association with a single cell sur-
face receptor. However, it should be realized that a very large number
of these receptors exist and, although direct evidence is lacking, it
is possible that most of these are at least indirectlv associated with
the MTL. Relationships between enzymes and the MTL will be considered

later in this paper.
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An analogy, perhaps too fanciful, would describe the cell as an
electronic schematic diagram in which the various electronic components
(cell organelles, etc.) are interconnected and controlled by inputs
via wiring (actin networks, MTL) from other parts of the instrument
(cell) including major controlling switches (cell surface and intracel-
lular receptors). Input from one small area (the cell surface, for
example) can be amplified enormously and rapidly conveyed to the appro-
priate part of the cell.

Before leaving architectural matters it is appropriate to briefly
consider the dynamics of this system. I concentrate here on the actin-
based components. Many studies have been carried out on the "turnover"
of actin structures i& vitro (see Korn, 1982) and iﬁ vivo (see Kreis
and Birchmeier, 1982). 1In the test tube single molecules of globular
actin (G-actin) can, under suitable conditions, be polymerized into
filaments (F-actin). The growth of such filaments takes place at the
two ends, one being faster than the other. The net rate of growth in
vitro can be as fast as 90 G-actin monomers added per second per fila-
ment, amounting to an increase in length of about 30002 (0.3 uym) per
second per filament. Recent work has clearly shown that the turnover
of the actin networks in living cells is constant and also rapid, al-
though precise numbers are apparently not available.

The energetics of polymerization is of some interest to us (see
Korn, 1982). Each actin monomer (G-actin) contains 1 molecule of bound
ATP, the free energy currency in living cells. It is a puzzling fact
that this ATP does not provide the free energy for polymerization;how-
ever, it is split into ADP (which remains bound) and inorganic phosphate
(which is released) after F-actin is fbrmed. Thus, the formation of
actin filaments involves considerable free energy input, well in excess
of that required for polymerization. Although several proposals have
been made, the role of this energy expenditure remains obscure. 1In the
final section of this chapter I will speculate on how the energetics
of actin polymerization might be related to Frdhlich's theory.

Figure 2 summarizes several features of the foregoing discussion
and provides some additional aspects of cell architecture, admittedly

oversimplified and not entirely accurate.

Figure 1. Diagrammatic Representation of the Microtrabecular Lattice
and its relationship to other Cell Structures (pm = plasma membrane,
pr = polysomes; "cytosol" refers to the aqueous compartments of

the cytoplasm)
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Figure 2A represents an actin filament associated with the plasma
membrane. These associations are extensive and probably involve speci-
fic linkage protein (LP) such as vinculin (Avnur & Geiger, 1981; Isenberg
et al. 1982) or several others (see Albrecht-Buehler, 1982) connected
to an integral membrane protein (IP). It should be noted that a wide
variety of specific surface receptors have been shown to be associated
with actin networks, both structurally and functionally (for example,
Hunt and Hood, 1982; Snyderman and Goetzel, 1981; Conti-Tronconi, 1982;
Puca and Sica, 1981; Prives et al. 1982; Pribluda and Rotman, 1982).

Thus, the integral protein (IP) in Fig. 2A can also be viewed as such.
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Figure 2. Diagram of Actin Filaments (A) and the Transmembrane Control

of Cyclic Nucleotide Production (B)

There is some evidence that filament growth occurs by addition of
G-actin to the membrane-associated end of the filament (see DeRosier
and Tilney, 1982). Many proteins have been implicated in the control
of filament growth and connection to other cell parts represented (not
very precisely) as "cap" and cross-linking proteins (CLP). These af-
fect filament length and the organization of three dimensional networks.
The magnitude of this activity is considerable since actin can make up
as much as 15-20% of total cell protein.
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Figure 2B depicts the transmembrane modulation process discussed
previously in this section. This complex mechanism is turned
on or off depending upon the presence or absence of smecific ligand
bound to the receptor. The cyclase enzyme (adenyl or guanyl) when acti-
vated produce the cyclic nucleotides (second messengers). These systems
also require significant energy input when active: for each mole of
cyclic nucleotide produced 3 "high energy" phosphoryl groups are util-
ized, one of which involves GTP at a regulatory site (Fig. 2B). It is
of some interest in the context of this discussion that the cytoskele-
tal components have very recently been implicated in the activities of
these systems as well (Sahyoun et al. 1981: Cooper, 1982; Rasenick,
1981; Westermark and Porter, 1982; Browne et al. 1982). That feature
is not shown in Fig. 2B. I will return to these important matters in

the last section of this paper.

ENZYMES AND CELLULAR ARCHITECTURE

It has long been known that some enzymes in cells are integral
parts of various membrane systems or other structures such as ribosomes
and glycogen granules. However, most of intermediary metabolism has
traditionally been considered to result from enzymes freely dissolved
in solution within the aqueous compartments of cells, the "soluble en-
zymes". That. conception, based largely on cell disruption studies, is
currently being questioned and reexamined because of the increasing
evidence that few enzymes exist free in solution when intact cells are
examined by appropriate techniques. Access to the extensive literature
on this and related matters is available through recent reviews (Kempner,
1980; Masters, 1981; Clegg, 198la,b; Fulton,, 1982) and papers (Weber
and Bernhard, 1982; Klyachko et al. 1982; Morton, et al. 1982; Clegg,
1982a; Mansell & Clegg, 1983). I believe that an examination of this
evidence clearly indicates that the great majority of intracellular
macromolecules, including enzymes are probably not free in solution,
but are instead loosely associated with formed structure. The question
of their location is of some significance, but remains partially un-
answered. In skeletal muscle tissue there is very good evidence for
the association of most glycolytic enzymes with the thin filaments,
which are chiefly actin (see Masters, 1981; Morton et al. 1982). More-
over, a recent study by Schliwa et al. (198l) strongly suggests that
many cytoplasmic proteins are loosely associated with the actin net-
works of non-muscle cells. That paper, which combined ultrastructural
studies with an analysis of cellular proteins in normal and detergent-
treated cells, in conjunction with evidence just cited, provides good

reason to postulate the extensive organization of enzymes along (or with-
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in) actin networks of cells. It is quite likely, furthermore, that
enzymes of a given metabolic pathway are organized into loosely associ-
ated multienzyme complexes. That is, these enzymes may be in close
proximity to each other as well as being associated with cell architec-
ture. The basis for that possibility comes from a number of studies on
metabolic flux measurements, calculations of metabolite-transit times,
and kinetic tracer studies of intracellular pools (see Kempner, 1980;
Masters 1981; and references therein).

Figure 3 shows a diagrammatic representation of the traditional
(Fig. 3B) and "organized" (Fig. 3C) conception of the disposition of

enzymes in the aqueous compartments of cells.

Figure 3. Diagrammatic Representation of the Microtrabecular Lattice

(A) and its Possible Relationships to Cytosol Enzymes (B,C)

My own bias leads me to use the MTL (shown in Fig. 3A) as the major
architectural site for such organization. Its variable thickness (50~
ZOOg)is consistent with the description in Fig. 3C. Of course, loca-
tions other than actin networks could also be involved. The advantages
of such organization, compared with a random solution-based metabolism,
have frequently been pointed out (see Masters, 1981).

At this point, then, a reasonable case has been made for the exis-

tence of continuity of structure from cell surface throughout the cyto-
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plasm and extending into the nucleus. If the view represented in Fig.
3C is correct the enzymes of intermediary metabolism, by virtue of
their self-association (for a given pathway) and their close relation-
ship to this architecture, represent a very high degree of organization.
It seems possible that the entire metabolic machinery of eucaryotic
cells is involved in this organization. 1In fact, there is reason to
believe that even many small molecules (metabolites) may also be assoc-
iated with macromolecules and/or cell structures, perhaps existing in
"free and bound" forms. That is certainly true for the important coen-
zymes NADT and NADP' and their reduced forms, and Wheatley & Inglis
(1981) have presented and reviewed extensive evidence for amino acid
binding in cells. Finally, Kempner (1980) has described experiments
that show the nonrandom distribution of fluorescein (MW about 350) in
the aqueous compartments of intact cells. The compartmentation of
small metabolites as well as enzymes is a topic of much current interest
This compartmentation has been described as "structural" (metabolites
segregated by membranes) and "dynamic" (metabolites segregated by func-
tional means). Current views are available in publications by Hess et
al. (1980 and Sies (1982). It certainly appears that the molecular or-
ganization of cells is far more extensive than commonly believed.

The foregoing discussion leads us to a consideration of the aque-
ous compartments: those regions of cells in between the vast and com-

plex architecture observable by microscopy.

INTRACELLULAR WATER AND THE AQUEOUS COMPARTMENTS

These compartments can be considered as those regions of eucaryo-
tic cells which contain no demonstrable ultrastructure. Obviously, our
understanding of these compartments has changed as more and more struc-
ture was demonstrated to exist. Thus, about 20 years ago the cytosol
would inadvertently have included all cytoskeletal components as well
as the MTL, simply because those structures were not known to exist.
Therefore, our current view of the cytosol must consider the possible
existence of organization which is not observable by current methods.
Given this qualification, the cytosol would seem to be a relatively
dilute agqueous solution containing only inorganic ions, small metabo-
lites and, perhaps, a few macromolecules. That picture is much dif-
ferent from the traditional view (Fig. 3B). A hazy conceptual boundry
exists between cytosol and the bordering non-aqueous ultrastructure
because the system is dynamic, and the composition of the cytosol is
likely to be constantly changing. A similar description can be given

for the aqueous compartment of the nucleus, the "nucleoplasm.
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Water dominates the composition of all these compartments of course,
being, on a mole fraction basis, over 0.90 for all cell constituents.

It is necessary to realize that this water is exposed to the truly vast
surface area presented by cellular architecture. 2An example from the
very recent work of Gershon et al. (1982) is illustrative. Using modern
image analysis methods they estimated the surface area and volume of
the MTL and associated cytoskeletal components in mammalian tissue cul-
ture cells. For a single cell of 16 pm diameter the surface area of
these cytoplasmic structures is between 47,000 and 95,000 umz. This
calculation excludes the nucleus which is taken to be 10 um diameter.
Thus, the total cytoplasmic volume is 75% of the total cell volume, or
about 1620 um3. Therefore, the surface to volume ratio of the cyto-
plasm is about 30 to 60, and this does not consider the surface area

of all of the other cytoplasmic architecture (membranes, granules, ri-
bosomes etc.) which is very considerable (see Clegg & Drost-Hansen,
1978). The nucleus has its own "cytoskeletal" system which is also
enormous (see Penman et al. 1982).

On this basis alone we should expect a large fraction of cell water
to be in reasonably close proximity to ultrastructural surfaces (Fig.
3A). That is significant because water within 25-30% of biological
surfaces (see Lis et al. 1982) as well as non-biological ones (see
Israelachvilli, 1981) is known to exhibit physical properties that dif-
fer significantly from those of pure water. Such "vicinal water"
Drost-Hansen 1978) is depicted by stippling in Fig. 3C.

o
Indeed, 25-30A is a minimal distance over which the influence of

the surface on water is "felt". Drost-Hansen (1978) has compiled evi-
o

dence that this influence can extend over 500A from such surfaces. If

correct, then all cell water will be altered (see Fig. 3A). However,

the traditional view of intracellular water has been that practically
all of it has properties that are identical to those of pure water (re-
viewed by Clegg, 1982b). Indeed, much of current thought about cell
structure and function is based on that description of intracellular
water. In contrast, an increasing body of recent evidence strongly
indicates that a large fraction of the water in living cells exhibits
properties that are distinctly different from those of the pure liquid.
Among the most compelling to me are the studies by Horowitz, Paine and
associates (see Paine & Horowitz 1980; Horowitz and Pearson, 1981) who
used an ingenious technique to show that the solvent properties of
cytoplasmic water in amphibian oocytes differ profoundly from those of
pure water. They argued that their results are probably valid for ani-
mal cells in general. It is very difficult to reconcile such results

with the traditional view. These and other descriptions of cell water,
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including the traditional one, can be found in books edited by Keith
(1979), Drost-Hansen & Clegg (1979) and Franks (1982).

I believe we are approaching at least a partial resolution of this
long-standing controversy, and it is my view that the traditional posi-
tion will undergo drastic modification. It is even possible that none
of cell water has the properties of pure water, a view that has long
been advocated by Ling (1980) and strongly supported by Negendank (1982)
and Hazlewood and associates (see Hazlewood, 1979). All non-traditional
views on cell water invoke the influence of intracellular surfaces.
Thus, there is a sound basis for the perturbation of a large fraction
of the water in living cells.

The significance of altered cellular water, compared with the pure
liquid, can now be considered. If the view that virtually all metabo-
lism occurs at or near the surfaces of cellular structures is accepted
then it is evident that the enzymes that perform this role find them-
selves in a microenvironment that is clearly not a dilute aqueous solu-
tion. It is well known that the microenvironment can have a profound
influence on the kinetic, thermodynamic and regulatory properties of
enzymes (see Masters, 1981) and particularly the thorough and quanti-
tative analysis by Welch and Keleti (1981) and Welch et al. (1982).
Careri (1982) has given an impressive account of the importance of hy-
dration to enzyme dynamics (also see Careri et al. 1979). These treat-
ments leave little doubt that descriptions of cell metabolism and its
regulation that are based on results from dilute solution studies in
vitro are likely to be incomplete at best, and perhaps largely incor-
rect. The forces involved in enzyme-enzyme and enzyme-structure as-
sociations of the type postulated here (Fig. 3C) are not well under-
stood (see Masters, 1981) although it is clear that they are not co-
valent. Because changes in water structure usually take place upon
association of molecular sub-units into more complex aggregates, as in
hydrophobic interactions for example, it is possible that water might
participate similarly in the proposed enzyme-enzyme and enzyme-cell
structure associations (Clegg, 198la & 1982a,b). That possibility re-
qguires that the water proximal to both the ultrastructural surface and
the enzyme has lower entropy (more "structure") than the water that is
more distant from such surfaces. Association of the two might then be
driven by the entropy increase attending the release of the more "struc-
tured water". Of course, other interactions are likely to be involved.

The description of cell structure and function given in the pre-
ceding sections of this chapter will now be considered in the context

of FrShlich's theory.
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ON A CELLULAR BASIS FOR FROHLICH'S THEORY OF COHERENT EXCITATIONS IN
BIOLOGICAL SYSTEMS

As I understand it, FrShlich (1980) has proposed that strong elec-
tric fields (=107 volt/m) in the cell membrane lead to strong electric
polarization of membrane-bound molecules, notably proteins, which oscil-
ate coherently leading to electric polarization waves. A certain mini-
mum rate of "metabolic energy input" is required to establish that co-
herent behavior. To my knowledge the nature and location of energy
input have not been clearly specified, although the cell membrane is
obviously involved in this respect. From all that we know about cel-
lular energetics, energy transactions almost always involve the removal
of phosphoryl groups from ATP (or related ribonucleoside triphosphates).
It would seem that the actin-networks in cells might be intimately re-
lated to the metabolic energy input required by the theory by virtue of
their close proximity to cell membranes, their generally constant turn-
over, and the involvement of ATP in their formation (Fig. 2A). Recall
that G-actin bound ATP is split after the actin monomer becomes part of
the filament. Because this free energy transaction occurs after, and
is not lost during polymerization this might provide a means of chan-
neling the energy input required for coherence which arises due to "the
sharing of energy by many macromolecules". Sufficient reason has been
given in this paper to believe that the actin networks provide an ex-
cellent ultrastructural coupling device, a means of "storing energy”
and propagating coherence throughout the cell.

Another ultrastructural feature of relevance is the ability of
cells to control the rate of G-actin addition; thus, turnover is regu-
lated and the system can be "switched" to higher or lower levels. Ac-
tin monomers appear to be added chiefly at nucleating sites near the
cell surface (plasma membrane) to bring about filament growth, although
there is not uniform agreement on that point. Since these sites often
appear to be very near or directly connected to specific receptors in
the plasma membrane (and/or transmembrane elements associated with them)
very weak stimuli impinging on the cell surface could rapidly be trans-
mitted throughout the cell (Fig. 2A,B). Such a system also allows for
very large amplification so it is reasonable to speculate that this
mechanism could be involved in the "non-thermal" microwave effects pre-
dicted by Frdhlich's theory. Such effects, although the subject of some
debate, can either be positive or negative - that is, they stimulate
or inhibit biological processes (or can have no effect). That is rea-
dily accounted for since the cell surface receptors could be activated

or deactivated, depending on their status at the time of irradiation
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(Fig. 2). Significant cellular effects could, therefore, result from
very low levels of energy input. Moreover, if the proposed relation-
ship between enzymes, the actin network and their connections is cor-
rect (Figs. 2,3c) then there is a direct link between such "sensitive
domains” and the fundamental metabolic machinery from which so much of
cellular structure and function originates. More on this later.

The involvement of cellular architecture has also been considered
by Del Giudice et al. (1981, 1982a) but from a much more physical view-
point, and within the context of FrShlich's theory. Taken together
with the more "biological" framework outlined here the foregoing specu-
lation seems perhaps more reasonable. In addition, Berry (1981) has
proposed an interesting electrochemical "model" of metabolism that shares
several features in common with the Del Giudice group as well as my
own views. Although Berry was apparently not aware of Frdhlich's theory,
his model seems to be to be compatible with it.

Another feature of the theory under consideration concerns the
possibility of frequency-selective long range interactions which arise
from coherent excitation. Thus, an interesting possibility presents
itself: the association of enzymes with the actin networks could in-
volve their initial attraction by such attractive forces. Of some in-
terest in this connection is the work of Starlinger (1967) who found
that electrical stimulation of rat muscle in vivo increased the amount
of the enzyme aldolase that was bound to the muscle structure. The ef-
fect "decayed" in less than 10 minutes post-stimulation. More recently,
Clarke et al. (1980) have clearly shown that electrical stimulation
increases the binding of most glycolytic enzymes to the actin filaments
of bovine muscle. They offer several possible explanations, but point
out that the mechanism of this electrically-induced enzyme binding is
unknown. The Fr8hlich effect could conceivably be involved. The theory
also predicts that substrates will be attracted to their enzymes, pro-
vided that the former possess a vibrational frequency close to that of
the coherent modes of the metastable enzyme. These possibilities will
probably dismay the biochemist who is inclined to think only in terms
of very short range interactions between enzymes, their regulators and
substrates. As admitted earlier, I am in no position to critically
judge Frohlich's theory, but this single example indicates its poten-
tially profound importance to metabolism and its control, should it be
shown to be valid. One point seems clear: metabolic organization in
intact cells is far far greater than previously believed.

A final consideration concerns the involvement of cellular water.

I have presented a brief account of what I believe to be compelling



174

evidence that a large fraction of intracellular water is sufficiently
close to cellular architecture as to undergo changes in its physical
properties compared with water in dilute aqueous solution. This "per-
turbed" water could play an important role in Fr6hlich's theory. I
previously suggested that the water within about 302 from enzymes and
ultrastructural surfaces might be involved in slowing the thermali-
zation of energy released by the postulated coherently oscillating
macromolecules and speculated on its possible participation in "non-
thermal" microwave effects (Clegg, 198la). Del Guidice et al (1982b),
accepting the existence of the abundance of such interfacial water,
have proposed that coherence among water dipoles should arise, depres-
sing their usual thermal motion and forcing them to oscillate in phase.
They go on to suggest that resonance between macromolecular dipoles
("excited by collective motion") and water dipoles surrounding the ma-
cromolecule may be involved in altering the properties of that surface
water. It is not too unreasonable to propose that water in the vicin-
ity of enzyme-actin network complexes must play a decisive role in me-
tabolism and its regulation even though we only begin to dimly perceive
the details of its involvement. Should Fr&hlich's theory be proven
correct it is clear that cellular water must be involved in a major way
(Clegg, 1981).

CONCLUDING REMARKS

I am well aware of the fact that this chapter has contained a large
amount of speculation. To some extent that speculation is magnified
by space limitations which prevent thorough documentation of positions
taken that are not in accord with current conventional wisdom, notably
with regard to enzyme organization and the properties of cell water.
On those two accounts I will stand by the views summarized here because
I believe the evidence in their support is more than adequate. With
regard to my interpretation of these views in terms of Frohlich's theory
I am much less confident. But it is fair to say that any attempt to
deal with new and unusual ideas will most likely not result in a rigor-
ous or even correct treatment. It appears that the idea of coherence
in biological systems is quite new, at least to most biologists. As
William James said: "When a thing was new people said - 'It is not

true.'

Later, when its truth became obvious, people said - 'Anyway,
it is not important.' And when its importance could not be denied,
people said - 'Anyway, it is not new." If we view these as three stages
of scientific discovery it would appear to me that coherent excitations
in living systems currently reside in the initial stage, or perhaps

just beyond.
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Electron Transport Phosphorylation
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1. INTRODUCTION AND SCOPE

"Before entering a house, it is customary to remain a while in the courtyard" -

Japanese proverb.

It is now well known that the role of a universal chemical energy currency in
living cells is played by the so~called high-energy compound adenosine triphosphate
(ATP), whose endergonic synthesis from adenosine diphosphate (ADP) and inorganic
phosphate ([LGO' =+ 31 kJ mol—1) permits the cell to store free energy in a
kinetically stable chemical form. One source of the free energy necessary to drive
this reaction lies in processes such as oxidative metabolism or photosynthetic
electron flow, and the overall process of ATP synthesis coupled to electron transfer
is thus referred to as electron transport phosphorylation (see e.g. Stryer, 1981,
Lehninger, 1982). The question then arises as to the nature of the free energy
transfer between the (exergonic) reactions of electron transport and the otherwise
endergonic synthesis of ATP, It is usual to encapsulate this question in the form of
a scheme (equation 1) in which a 'high energy intermediate', often denoted "/~ "
("squiggle"), constitutes the energetic link between electron transport and ATP syn-—
thesis; it is the nature of this "As " that forms the subject of the present

considerations.
Electron Transport — > "AU " __% ATP

Heat

cecees (Bge 1)

A great conceptual leap forward in the analysis of this problem was made when, in
the early 1960's, Mitchell and Williams independently proposed that 'energised!
protons might constitute this "A~ ", and Mitchell's proposals in particular,
generally referred to collectively as the chemiosmotic coupling hypothesis,
generated a number of successfully tested predictions sufficient to persuade most
authorities that the essential mystery of the nature of the "/AY " had indeed been

solved,
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The central idea of the chemiosmotic coupling hypothesis is that the reactions
of electron transport, catalysed by proteinaceous complexes embedded in the so-
called coupling membrane, are more or less tightly coupled to the tramslocation of
protons between (phases in equilibrium with) the bulk aqueous phases that the
coupling membrane serves to separate. The 'energised intermediate' is then

equivalent to the magnitude of the proton electrochemical potential difference

APJH+/F or 'protonmotive force' Ap, in electrical units (mV):
~
A» =A/(H+/F =AY/- 2.30387 A\ pir/F ceeees (Ba. 2)

This protonmotive force, which, it may be noted, is of a macroscopic thermo-
dynamic character, may act, according to the chemiosmotic model, to drive protons back
across the coupling membrane via an B -ATP synthase complex. So—called uncoupler
moleculess which act to uncouple electron transport from phosphorylation, are taken
to act as lipophilic weak acids which catalyse the return of HE' across the coupling
membrane via regions other than the B -aTP synthase., These general features are
diagrammed in Fig. 1. An excellent introduction to the chemiosmotic coupling hypo—
thesis, and to some of the supporting evidence for this model, may be found in
Nicholls's recent lucid monograph (Nicholls 1982), which readers lacking a background

in this area are strongly urged to consult.

Fig. 1. BEnergy coupling in protonmotive systems. A coupling membrane containing
spatially separate, proteinaceous electron transport (ETC) and FoF1-ATP synthase
(aTPase) complexes is diagrammed, A protonmotive force (A H+) may be set up,
between the bulk agueous phases that the coupling membrane’separates, during electron
transport phosphorylation. Other proteins (not shown) may serve to carry the proton
our:_cer}'b g,long the membrane surfaces so that the energy coupling Ht pathway is not in
equilibrium wi'bhAﬁ_ﬁ and the 'high energy intermediate' is constituted not only by
protons but by proteins (see tex{:). In either coupling scheme, 'uncouplers' are
lipophilic weak acids which can cross the membrane in both charged (A~) and neutral
(H;A) forms, thus returning 'energised' H* back across the membrane before they can
pass to the ATP synthase
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It is worth remarking here that this protonmotive force is widely believed to
serve as an energetic intermediate between a number of different processes (in
addition to electron transport phosphorylation) that are catalysed by various proton—
motive complexes in biological membrane systems (see e.g. Skulachev 1980), but we
shall here confine our analysis to electron transport phosphorylation, although we
recognise that the type of mechanism adopted by Nature for energy and information

transfer in this process is likely to be of more general occurrence.

It is fair to state at the oubtset that the growth of the field of the bioenergetics
of protonmotive systems has been such that it has now become both extremely special—
ised and ramified in nature. For this reason, for limitations of space, and in the
spirit of the interdisciplinary scope of this volume, what we shall here attempt is
an outline of what we believe to be the salient features of current knowledge and
ignorance of the behaviour of protonmotive systems, where we use the woxrd 'protonmotive'
to indicate an enzyme complex whose activity is couple& to the transport of protons

across the membrane in which it is embedded.

Pirst, we shall briefly allude to studies aimed at the measurement of the magni-
tude of the protonmotive force as defined above, under various experimental conditions,
which lead one to suppose that the simple scheme shown in Eq. 1, with Zﬁp fulfilling
the role of "Av ", may be inadequate.

Secondly, we shall review and present experimental data on the protommotive
activity of electron transport complexes following short bursts of electron transport,
which lead one to conclude that H' movements observable in the bulk phase external to
the membrane vesicles under study bear only a loose or indirect relationship to the

protonmotive activity of various electron transport complexes.

Thirdly, we shall outline the theory and practice of the dual inhibitor titration
method, the results of which lead one to take the view that in a number of simple
systems the free energy released by a particular electron transport complex is, at
least under the described conditions, utilisable only by a particular wr-arp synthase,
and is not therefore appropriately described as an intermediate with the delocalised,

ensemble character of [&p.

Finally, we shall consider the extent to which the systems of electron transport
phosphorylation (and related processes) possess the properties expounded in Fronlich's

general theory of coherent excitations and giant dipole oscillations in biology.

2, THE PROTONMOTIVE FORCE: MEASUREMENT AND PROPERTIES

Since the notion of the protonmotive force as a kinetically and thermodynamically
competent intermediate in electron transport phosphorylation is generally taken as the
central tenet of the chemiosmotic coupling hypothesis, a great deal of experimental
work has been directed to the measurement of, and assessment of the role of, this

parameter. This work has been authoritatively reviewed several times recently
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(e.g. Rottenberg 1979a, Ferguson and Sorgato 1982, Schlodder et al, 1982, Azzone et
al 1983), and we shall therefore confine ourselves to some summary statements,
illustrated by typical examples (c.f. Westerhoff et al 1983a).

(a) when measurements of the protommotive force are performed using different
methods on the same biological system, it is commonly found that the apparent degree
of membrane energisation differs greatly from (and usually exceeds) the apparent
value of the protonmotive force as determined from the distribution of membrane-
permeable ions, acids and bases, particularly in photosynthetic systems (see e.g.
Perguson et al 1979, Elema et al 1978, Clark and Jackson 1981, Baccarini-Melandri
et al 1981, Junge, 1982).

(b) rates of electron transport or of phosphorylation are not uniquely dependent
upon the magnitude of the apparent protonmotive force measured using a given tech-
nique (e.g. Padan and Rottenberg 1973, Baccarini-Melandri et al 1977, 1981, Casadio
et al 1978, Sorgato and Ferguson 1979, Kell et al 1978a, Melandri et al 1980,
Zoratti et al 1982, Wilson and Forman 1982),

(c) wunder 'static head' conditions (for definition see e.g. Rottenberg 1978, 1979,
Westerhoff and van Dam 1979), the ratio of the free energy stored as ATP to the
magnitude of the apparent protonmotive force seems to vary in an extremely arbitrary
fashion (see e.g. Kell et al 1978b,c, Azzone et al 1978, Guffanti et al 1979, 1981,
Westerhoff et al 1981, Wilson and Forman 1982).

Such anomalies, in terms of the scheme of equation 1 (in whichAp is taken to
constitute the " A/ "), have therefore led many to take the view that (1) measure-—
ments purporting to estimate the protonmotive force as defined in equation 2 are
measuring its magnitude correctly but that this protonmotive force is not the actual
thigh—~energy intermediate', and./or that (ii) the measurements are correctly
measuring the 'high—energy intermediate' but that this is not the protonmotive force

as defined in equation 2,

At this point it is worth digressing to take cognizance of the fact that an
artificial  protonmotive force, applied across the bulk phases that the coupling
membrane separates, can induce the synthesis of ATP, although the phosphorylation
rate is very finely dependent upon the magnitude of this protonmotive force, and is
essentially zero if the applied protonmotive force is below approximately 150 mV
(e.g. Thayer and Hinkle 1975, Mills and Mitchell 1982, Schlodder et al 1982). To say
the least, therefore, it is not outside the bounds of possibility, and the currently
available evidence inclines us to adopt the view, that the protomnmotive force as
defined in equation 2 does not in fact exceed this 'threshold' value under the usual
conditions of electron transport phosphorylation. This assumption would nicely

account for all of the foregoing observations.

We may thus enquire as to the nature and properties of the directly observable

proton—pumping activity that is in fact catalysed by electron transport complexes.
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3. PROTONMOTIVE PROPERTIES OF ELECTRON TRANSPORT CHAINS

Following pioneering experiments with mitochondria (see Mitchell and Moyle 1967),
the 'oxygen pulse' method was applied to suspensions of the respiratory microorganism
Micrococcus (now Paracoccus) denitrificans by Scholes and Mitchell (1970). 1In this
method (see e.g. Mitchell et al 1979, Reynfarje et al 1979, Wikstrdm and Krab 1980,
Nicholls 1982), a pulse of 02, as air-saturated saline, is added to a well-stirred,

weakly-buffered suspension of the membrane vesicles of interest, and the resultant

pH changes in the external agueous phase monitored with a sensitive glass electrode
system. The ratio of the number of gt translocated across the membrane (extrapolated
to the half-time of O2 reduction) to the number of oxygen atoms added is known as the
_)H+/O ratio. It is found, in a typical experiment, that the —) H+/0 ratio is
greatly increased in the presence of compounds such as SCN~ or K+/valinomycin that

are believed to cross biological membranes rapidly in a charged form.

According to the conventional chemiosmotic explanation of this behaviour (see
e.g. Mitchell 1968, Scholes and Mitchell 1970, Kell 1979, Conover and Azzone 1981,
Kell and Morris 1981, Kell and Hitchens 1983a), the relatively low (static) electrical
capacitance of the membrane means that the electrically uncompensated transmembrane
translocation of a rather small number of H+ leads to the formation of a large
membrane potential (equation 2), which drives H' back across the membrane before they
may be detected; the method thus relies upon the fact that the magnitude of the pH
gradient formed under these conditions (equation 2) is very small. K'/valinomycin or
SCN~ act to dissipate the membrane potential and thus allow all the protons trans—
located into (or from) the bulk agueous phase external to the microorganisms to
remain there sufficiently long to be measured as a true, limiting stoichiometric
-—)H%/O ratio.

Parenthetically, we may mention that there is a lively current debate concerning
the true values of the absolute -—aH&/O ratios in a number of systems, and the
constraints that these values place upon models of the mechanism of protonmotive
activity. However, this topic is outside our present scope, and readers may gain an
entry to this literature (Wikstr8m and Krab 1980, Wikstr¥m et al 1981, Wikstr¥m and
Penttil% 1982, Nicholls 1982), including that containing our own prejudices (Kell
et al 1981b, Vignais et al 1981), elsewhere.

The question to which we wish to address ourselves here concerns the pathway of
BY that were not seen in the absence of K#/valinomycin or SCN ., Did they briefly set
up a large protonmotive force (as defined in equation 2), as in the conventional
chemiosmotic analysis, or did they never in fact do so? Oxygen-pulse experiments in
mitochondria (Archbold et al 1979, Conover and Azzone 1981), in Escherichia coli
(Gould and Cramer 1977) and in Paracoccus denitrificans (Hitchens and Kell 1982a,
Kell and Hitchens 1983) that have actually sought to answer this question show that

the latter proposal must be correct, since (in the absence of K%/Valinomyoin or SCN—)
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the (submaximal) ——)H&/O ratio at low oxygen concentrations is virtually independent
of the size of the O2 pulse. Such experiments have thus been interpreted by the
cited authors to indicate that there must be at least 2 types of proton circuits in
these membranes, only one of which, not seemingly coupled to phosphorylation (but
probably serving in pH homeostasis (Padan et al 1982)), enters the bulk agueous phase
external to the membrane vesicles. This is because if the -—}H%/O ratio in the
absence of K'/valinomycin or SCN~ is 2.5 (but 7.5 in their presence) when the size of
the Oz—pulse is 10 ng atom, then the -—)H&/O ratio should drop even below 2.5 when the
size of the O2 pulse is doubled, since the membrane potential generated by the
reduction of an amount of O2 corresponding to the smaller pulse should have generated
a large enough membrane potential to inhibit further il translocation. Since the
observed —» H+/O stoichiometry is not decreased (in fact it is unchanged under the
conditions described, and according to the values given, in Hitchens and Kell 1982a,
Kell and Hitchens 1983), the simple conventional analysis given above must be

incorrect.

The use of trains of short (10/&5), saturating light flashes in chromatophores
(inverted cytoplasmic membrane vesicles) from photosynthetic bacteria allows not only
the number but the frequency of electron transport events to be varied. Thus the
'half-time'of the electron transfer events may be varied whilst determining the stoi-
chiometry of proton translocation, as in the 02—pulse technique, by a potentiometric
system. Such experiments (G.D.H. and D.B.K., unpublished) are displayed in Fig. 2,
where it may be seen that, just as is found in 02-pulse experiments, the number of B
observably translocated per flash is increased in the presence of added K and
valinomycin. Crucially, this number is the same, for a given reaction mixture,
whether the flash rate is 3 Hz or 5 Hz (Fig. 2, %), indicating that no bulk-phase
proton movements have been 'missed'. As discussed above for the case of Oz—pulse
experiments, the conventional chemiosmotic analysis ascribes the non-appearance of
some of the proton movements under certain conditions to the generation of the macro-
scopic, delocalised membrane potential component of the protonmotive force (equation2,
and see Fig. 4). However, we again stress that this analysis would require that the
-—9H+/flash ratio, when submaximal (see Fig. B(b)), should be monotonically
decreasing as the flash number is raised, a type of behaviour which is not observed
(Fig. 2 and see also Cogdell and Crofts 1974). We are again forced to conclude that
although macroscopically observable bulk-phase proton movements are coupled to
electron transport events, these B are not responsible for feeding back on the
electron transport chain to inhibit further proton movements to and from the bulk
agueous phases that the coupling membrane separates. Indeed, it is likely that most,
if not all, of these observable g that are translocated across the coupling membrane
into a phase in equilibrium with the measuring electrode are translocated essentially
in a fashion that is electrically compensated. On this basis, one may surmise that
the membrane potential between the bulk phases under these conditions should be very
small, as is observed (Vredenberg 1976).

%
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(a) 5Hz . Jhz
20 ng ion H

1 Min 0-005 pH

(B)3 Hz 5 Hz
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Y Y

Fige. 2. Light-induced H+ uptake by Rhodopseudomonas capsulata chromatophores.
Chromatophores were prepared as described (Hitchens and Kell 1982b), resuspended and
stored in 30 mM KpS04/10 mM MgSO4, adjusted to pH 6.2. Illumination, at the
frequencies indicated, was via a PS16 stroboscope (Pro-pla.n systems, Salisbury;

10 MLs flashes, 2.1J/flash). Light was filtered, and H' movements were measured in
a stirred 6 ml reaction cell, as described (ibidem). Bacteriochlorophyll
concentration was 10M M, and control experiments ensured that the illumination was
saturating. Signals from the pH electrode were amplified by an ISEAMP 200
(bandwidth 15 Hz) designed and constructed by Dulas Engineering, Llwyngwern Quarry,
Machynlleth. 20 flashes were given in each case at the points arrowed. In

(a) 100 mM KCl was also present, whilst in (b) valinomycin (1r4g/ml) was further
added. No BY movements were seen in the presence of 1,41‘/[ carbonyl cyanide
p-trifluoromethoxy phenylhydrazone (not shown)

Thus the conclusion from the foregoing type of experiment is that the observable
protonmotive events measured using conventional techniques are not adequately accommo-—
dated in a simple scheme such as that of Equation 1 and in which "AU " is represented
by Ap. For reasons such as those alluded to in the foregoing, therefore, we and
others have sought an experimental approach to the problem of electron transport
phosphorylation that is independent of the measurement either of bulk-phase proton
movements or of the protommotive force as defined in eguation 2. One such approach

forms the subject of the following section.
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Fig. 3. Effect of KC1l, valinomycin and flash number on light-induced H uptake by
Rps. capsulata chromatophores. Light-induced H' uptake was measured as described in
the legend to Fig. 2 at frequencies of 3 Hz (open symbols) and 5 Hz (closed symbols).
The basic reaction medium (30 mM K,50),/10 mM MgS0y,) (O , ® ) was supplemented with
100mM KCL (J , EM) or with 100 mM KC1 plus valinomycin (1 Mmeg/ml) (A, A ) ss
indicated, and the figure includes the data of Fig. 2

Fig. 4. Conventional chemiosmotic explanation of light-induced HY uptake by
bacterial chromatophores. The protommotive segment of the photosynthetic electron
transport chain (shaded) pumps a proton from the external bulk phase which sets up
a delocalised membrane potentialA , which acts to inhibit further protonmotive
activity on subsequent flashes. Uniport of C1~ or KT ( in the presence of
valinamycin) decrease A and increase the —# H'/flash ratio. For Ffurther
discussion, see text
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4, DUAL-TNHIBITOR TTITRATTONS DETERMINE THE DEGREE OF COHERENCE BETWEEN TNDIVIDUAL
MOLECULAR STEPS IN A SEQUENCE OF REACTIONS.

The idea behind the dwal-inhibitor titration approach was first expounded, at
least in the context of electron transport phosphorylation, by Baum and colleagues
(Baum et al 1971, Baum 1978), and may be expressed as follows. If we have available
tight-binding and specific inhibitors of electron transport and of the g -aTP synthase,

we may modify the delocalised chemiosmotic scheme conforming to that of equation 1

thus:
Electron transport > A b S ATP eecess BQ 3
T )
@(- --uncoupler
heat

so that the sensitivity of the overall pathway flux (rate of phosphorylation) to I1
(electron transport inhibitor) will be decreased by the presence of a partially
inhibitory titre of I2 (H+—-AL‘LT synthase j_nhibitor) if Ap as defined in equation 2
does serve as a delocalised coupling intermediate. By 'delocalised', we mean the
concept that any free energy released (say as Ap) by a particular electron transport
chain is available to any H+-ATP synthase in the membrane vesicle., If energy
coupling (or for that matter a metabolic pathway) is microscopic in nature, in the
sense that quanta of free energy or material interacting with individual enzymes in
the system are not available to other enzyme molecules of the same type in contact

with the same agueous compartment, then the presence of I, will have no effect upon

2
the titration of the observed pathway flux with I1 and vice versa. In practice,
experiments of the I1/I2 type demonstrate, at first sight unequivocally, that the
latter behaviour is observed in a number of systems (Fig. 5; Baum et al 1971,

Baum 1978, Hitchens and Kell, 1982b,c, Westerhoff et al 1982a,b, 1983a,b).

Now, as pointed out for instance by Parsonage and Ferguson (1982), such behaviour
could also be accommodated in a delocalised, chemiosmotic coupling scheme of the type
shown in equations 1 and 3 if the initial portions of the two titration curves
were accompanied by a decrease (of the same magnitude) in the value of the proton—
motive force. However, a variety of measurements of the protonmotive force indicate
that even quite severe inhibition of electron transport by an I1—¢ype inhibitor do
not decrease the protonmotive force (e.g. Kell et al 1978a, Sorgato and Ferguson 1979),
in particular when bacterial chromatophores are titrated with antimycin A (Venturoli
and Melandri 1982) as in Fig, 5. Wikstrbm (see Westerhoff et al 1983b) has raised
the interesting possibility that the binding of such inhibitors might be an energy-
dependent process (i.es dependent in some fashion upon the magnitude of the steady-
state Ap), and that this behaviour (if true) could lead to an artefactual
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Fig. 5. Effect of dicyclohexyl carbodimide (DCCD) and antimycin A on phosphorylation
by Rps. capsulata chromatophores. The rate of phosphorylation was titrated with the
electron transport inhibitor antimycin A (@ ) ). In one case (D) chromatophores
were preincubated with a concentration (50 Né of the covalent Hf-ATP synthase
inhibitor DCCD sufficient to reduce the rate of phosphorylation in the absence of
antimycin by 50%. Control rates were 1.18 and 0.58 Mmol ATP/min/mg bacterio—
chlorophyll. Were energy couplings effected via a delocalised intermediate, such as

py, the second titration ([]) should initially have had a lesser slope than the
first; it is evident that the 2 titration curves are virtually identical. Data
after Hitchens and Kell (1982D)

interpretation of this type of experiment. At least two lines of reasoning serve to
exclude tnis criticism: (a) I1/I2 titrations are symmetrical, in the sense that
neither of the pair decreases the inhibitory properties of the other (see CeSe
Hitchens and Kell 1982c), and since the inhibitors act on different sides of the
thigh energy intermediate' they would be expected to behave differently depending
upon which way the experiment is performed (i.e. which inhibitor concentration forms
the abscissa in experiments of the type in Fig. 5) if energy-dependent binding
effects might be of importance to the analysis; (b) the use of a covalent H'—ATP
synthase inhibitor in concert with trains of saturating light flashes of different
frequency (i.e. conditions in which no energy-dependent inhibitor binding may be
invoked) demonstrates that the same type of localised energy coupling is observed in

bacterial chromatophores (Venturoli and. Melandri 1982).

It should be stressed that the number of ATP molecules synthesised per pair of
electrons passing down an electron transport chain is, for a well—coupled system as

isolated, in the absence of added uncoupler molecules, independent of the rate of
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electron transport over a fairly wide range (van Dam and Tsou 1970, Ernster and
Nordenbrand 1974, Ferguson et al 1976, Graber and Witt 1976, Jackson et al 1981).

This shows that any macroscopic native 'energy leak' in the system, loosely shown as
theat' in the schemes of equations 1 and 3, is insignificant under these conditions.
Further, an Iz—type inhibitor cannot be expected to lower the value of a delocalised
intermediate such aszﬁln Thus, whatever the putative relationship betweaal&p and
the rate of phosphorylation in a scheme such as that of equation 3, the titre of
uncoupler required for full uncoupling cannot be decreased by an Iz—type inhibitor,
since equation 3 supposes that uncouplers act only by decreasing Aﬂ;p. The remarkable
fact is, however, that a variety of uncouplers and ionophores act more potently in
bacterial chromatophores (Hitchens and Kell 1982c, 1983a,b) and in submitochondrial
particles (Westerhoff et al 1982a, 1983a,b) when the reaction supposedly driven by
[3:p is partially restricted by an I2—type inhibitor. In terms of the 'localised
coupling' alluded to above, however, this result is indeed to be expected, since the
concept of localised coupling implies, in this context, that inhibition of an H—ATP
synthase molecule abolishes the utilisability elsewhere of a quantum of free energy
from 'its' electron transport chain complexes. Thus uncouplers only seek out coupling
units in which the whole unit is potentially active, and will work better when this
number is decreased by an Iz—type inhibitor, as observed. Thus the free energy

transfer is not, in this type of system, a stochastic process.

It is germane to point out here that the foregoing, rather qualitative, expose
has a quantitative counterpart, often termed 'metabolic control theory', that has
been applied to metabolic pathways (most recently reviewed in Groen et al 1982).
This latter formalism is itself a 'delocalised' (macroscopic) one in the sense
alluded to above, and, in terms of this latter formalism, it would be found
experimentally that the sum of the 'control strengths' of the individual steps of
electron transport phosphorylation in the experiments alluded to here exceeds 1.

As pointed out (Groen et al 1982), such a general finding poses formidable problems
for metabolic control theories of this type, and, we would aver, provides a powerful
experimental approach to the testing of the important concepts of a rather more
sophisticated cellular organisation than those that are commonly held (see e.g8. Welch
1977, Kell 1979, Berry 1981, Clegg 1981 and this volume; Welch and Berry, this

VDlume).

In summary, we may state that, although even more subtle and arcane interactions
almost certainly take place in energy coupling membranes (Kel1 et al 1981a), the
approach outlined in this section shows that in a number of systems the energy
coupling events within the separate molecular complexes of electron transport
phosphorylation may be said to possess the property of coherence in that the
successful transfer of free energy between electron trnnsport and H+—ATP synthase

complexes occurs strictly at the level of the individual molecular complexes. Thus
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free energy can only be transferred by a particular electron transport complex in a
form suitable for driving the synthesis of ATP under the conditions described if a
particular H' -ATP synthase is potentially active. We shall now explore this concept

in more detail.

5. COHERENCE IN THE PROCESS OF ELECTRON TRANSPORT PHOSPHORYLATTON

5¢1s The Fr8hlich theory of long-range coherent oscillations in biology

Over the last fifteen years or so, H. Fr8hlich has developed, and stimulated
experimental study upon, a theory of long-range coherent excitations in biology that
we think is likely to be of the greatest relevance to the problem of free—energy
transfer in electron transport phosphorylation. Since a recent review is available
(Fr8hlich 1980), we shall discuss only what, according to our reading of the model,

seem to be its salient features for our present purposes:

(a) one or more polar modes of the constituents of biomembranes may be coherently
excited through energy supplied from metabolic processes, provided that the rate of
energy supply exceeds a critical, threshold value; the oscillations are then
condensed into a single, lower frequency mode, a phase transition analogous to the
Einstein condensation of a Bose gas and to the many other types of phase transition
summarised by Haken (1977);

(b) such states may be stabilised by non-linear interactions between the electrical
and vibrational modes of the charged membranes and its heat bath, where the word
tmembrane' is taken to include both the lipid and protein constituents and the
adsorbed ions and water molecules. Under appropriate conditions, this mode possesses
the properties of a relatively long-lived (metastable) ferroelectric state (Bilz et
al 1981, Kaiser 1981);

(c) externally applied electromagnetic energy may feed into the system to raise it

into, or destroy, the metastable state;

(d) free energy may be transferred over relatively long distances as a wave of
polarisation (Fr¥hlich 1968), The ferroelectric state should be experimentally
observable by dielectric measurements (FrBhlich 1975) as a giant, oscillating

dipole.

We shall therefore discuss these points, from a bioenergeticist's standpoint, in
terms of what is known of the process of electron transport phosphorylation, and may
begin by remarking upon the striking similarities between the FrBhlich model and
those invoked by us, for quite different reasons, in this context (xell et al 1981a,
Kell and Morris 1981).
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5e2es 'Metabolic pumping' by protonmotive systems

It is now axiomatic that a variety of membrane-located metabolic enzymes are
protonmotive, as discussed above; indeed, one is inclined to remark on the fortuitous
semantic coincidence in the use of the term 'pump' by the physicists and biologists
in this context. As discussed above, therefore, both the requirement for a threshold
value of the free energy supply and the pumping of protons across the dielectric
barrier of coupling membranes are well-recognized features of the process of electron

transport phosphorylation.

5.3+ The existence of non-—linear interactions in energy coupling membranes

As discussed in section 4, it is an experimental observation that individual,
spatially separate redox and ATP synthase proton pumps exhibit a very strict coupling
relationship. This of itself requires a highly non-linear interaction. The electrical
and elastic properties of biomembranes are not usually considered from the standpoint
of the type of idea explicit in the Fr¥hlich model, though recent reviews that perhaps
most closely approach this analysis may be consulted (Evans and Skalak 1980, Miller
1981). From the bioenergetic viewpoint, one of the particularly important virtues of
the Fr8hlich model is the demonstration that such non-linear interactions leading to
a stabilisation of one or more coherent modes may exist, and should perforce be

directly sought experimentally.

5.4, Absorption and emission of electromagnetic energy by protonmotive systems

One of the especially noteworthy features of the FrBhlich model is the prediction
that very weak electromagnetic radiation of frequency ca. 100 GHz may be expected to
change the properties of the types of system under discussion by purely non-thermal
means. A number of very striking observations (e.g. Grundler and Keilmann 1978,
Grundler et al, Kremer, Nimtz , this volume) have shown that this behaviour can
indeed be observed in intact living cells. The suggestions concerning the importance
of the above (microwaﬂe) frequency range were prompted by a consideration of the
relationship between the thickness of biomembranes (10_8m) and the likely speed of
sound (phonons) therein (1000 ms_1). However (Fr8hlich 1980), many types of factor
may serve to lower the frequency range in which weak external electromagnetic fields
may affect biomembrane systems. One should of course note, in this context, the fact
that large external electric field pulses may in fact be used to drive ATP synthesis,
just as may large pH jumps (e.g. Teissie et al 1981, Gr¥ber et al 1982, Hamamoto et al
1982, Schlodder et al 1982) although the exact mechanisms at work remain far from
clear (Vinkler and Korenstein 1981, Vinkler et al 1982). Weak microwaves have been
reported not to affect oxidative phosphorylation in isolated rat-~liver mitochondria
(Elder and Ali 1975), but irradiation for 15 minutes at 20 kHz did seem to inhibit
this process by about 20% (Straub and Carver 1975). Since any such effects are

expected to be highly frequency-dependent, a more systematic study than seems so far
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to have been attempted, using isolated protonmotive systems, seems warranted.
Similarly, it is not possible for us at this stage to determine whether the very
exciting observations of enhanced anti-Stokes Raman scattering from a number of active
microorganisms (e.g. Drissler and Macfarlane 1978, Webb 1980, Del Guidice et al 1982,
Drissler, this volume) may be due to energised membrane states involved in electron
transport phosphorylation. The emission of electromagnetic energy from a number of
cells that may be detected by microdielectrophoresis (Pohl 1981 and this volume) or
by the vibrating probe method (Jaffe 1981) does, however, seem to be best viewed as a

membrane phenocmenon.,

As indicated above, perhaps the least equivocal technique that might be applied,
in the present context, to biological systems generally, and protonmotive systems in
particular, is to compare their dielectric properties under active (working) and
inactive (dormant or equilibrium) conditions (Fr8hlich 1975). Unfortunately, we are
not aware of any experiments that have so far sought differences in the dielectric
properties of biological systems in different, identified metabolic or catalytic
states. This current experimental lacuna may be ascribed to the lack, until recently,
of instrumentation of a rapidity adequate to measure these properties accurately under
steady-state, non-equililrium conditions. However, the theories and data available to
date on dormant or equilibrium systems do enable us to introduce some considerations
that will permit us to adopt the optimistic conclusion that the extension of dielectric
spectroscopy to working biochemical systems, especially protonmotive ones, is likely
to prove of value. Since high-frequency work is discussed elsewhere (Genzel, this

volume) we confine ourselves to work below 100 Miz.

5.5. Conformational dynamics and the dielectric properties of biochemical systems

In the case of enzymes, including those of electron transport phosphorylation,
which typically have a turnover number in the range 1-10 ms, a plethora of experimental
approaches have demonstrated that isolated proteins exhibit a variety of conformational
fluctuations in a frequency range of ca. 10_5Hz to 1012 Hz, The view has evolved,
therefore, that an isolated, substrateless enzyme is, in Weber's (1975) evocative
phrase, 'a kicking and screaming stochastic molecule!.

We may then ask the question "to what extent do the high frequency motions of
active and inactive membranes and proteins bear a causal relationship to each other
and to those of lower frequency?"; two marvellous recent reviews (Careri et al 1979,
Welch et al 1981) have summarised the idea that a correlational or causal relationship
between the various fluctuational properties of proteins is indeed crucial to enzym-—
atic function. Are these properties perhaps observable by dielectric spectroscopy in
proteins generally? Although, we may reiterate, changes in dielectric properties
during enzyme activity have not so far been sought successfully, the available evidence
is usually interpreted to favour two main mechanisms causing dielectric dispersions

in isolated (inert) globular proteins (e.g. Tekashima and Minakata 1975, Grant et al



192

1978, Pethig 1979, Gascoyne et al 1981 and references therein; see also Hasted, this

volume):

(a) Debye-like rotation of the entire protein molecule due to its possession of a
permanent dipole moment;
(b) ion, and especially proton, movement to and from, and between, groups on the

protein surface. (We do not here discuss the relaxation of protein-bound water).

Actually, the overwhelming majority of models assume an independence from each
other of the elementary processes leading to the observed, macroscopic dielectric
dispersious, but, as indicated above, there are reasons to suppose that this is likely
to turn out to be something of an oversimplification. The fit between theory and
experiment found in even the deepest studies (e.g. South and Grant 1972, Petersen and
Cone 1975) leaves abundant scope to invoke factors other than rotation of the whole
protein or protonic fluctuations. We would suggest, therefore, that correlated con-
formational fluctuations in different regions of the tertiary structure of the protein
backbone itself may constitute an additional important mechanism of dielectric disper-
sion (c.f. White and Slutsky 1972). Formally, they would appear as a non-—additive
superposition of the small changes in (static and mean square) dipole moment caused by

the individual conformational fluctuations of charged and polar groups of interest.

As far as non-metabolising, 'membrane-bound cells and vesicles are concerned (e.g.
Schwan 1957, Schanne and Ceretti 1978, Pethig 1979, Stoy et al 1982 and references
therein), a large body of dielectric measurements by a number of workers indicates
that the presence of the membrane gives rise to two main dispersions; the/?—dispersion
occurs in the radio-frequency range, and is mostly ascribable to a Maxwell-Wagner
effect at the interface between the aqueous phases and the poorly-conducting cyto-
plasmic membrane. Interestingly, however, councentrations of uncoupler sufficient to

release maximally the respiratory control of intact Paracoccus denitrificans cells

have only a marginal effect on the/g—dispersion in this organism (G.D.H. and D.B.K.,

in preparation). The {~dispersion is seen in the audio-frequency range, and seems to
be dominated by the relaxation of bound ions tangential to charged surfaces (Schwarz

1962, Dukhin and Shilov 1974).

Since, from the earlier discussion, we may expect 'energised' coupling membranes
to possess non-equilibrium surface charge distributions, we may anticipate striking,
and possibly resonant, dielectric properties to be observed in the audio-frequency

range under appropriate conditions. Such a search is in progress.

In summary, the available dielectric data on biological systems in states of
electrochemical equilibrium allow one to conclude that if the types of electrical
states envisaged in the Fr8hlich model are formed during electron transport phosphory-—
lation, they should indeed be amenable to experimental observation by dielectric

spectroscopy, as suggested (FrBhlioh 1975).
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6. CONCLUDING REMARKS

The foregoing outline of electron transport phosphorylation may be summarised

briefly as follows:

(a) there is abundant evidence that proteinaceous complexes in electron transport

phosphorylation are protonmotive;

(b) it is not easy to understand their properties in terms of macroscopic coupling
theories which invoke a delocalised proton electrochemical potential (or other
delocalised, macroscopic thermodynamic force) as 'the' intermediate of electron

transport phosphorylation;

(c) the conception of the 'energised state' of coupling membranes as a giant
oscillating dipole with non-linearly coupled electrical and vibrational modes,
as described in Fr8hlich's theory of long-range interactions in biology, is
consistent with the available experimental data on these systems, and suggests
some extremely interesting experimental tests of, in bioenergetic terms, a

novel character.
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Natural Oscillating Fields of Cells
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Some 14 years ago, H. Frohlich (1968, 1980) predicted that living cells would be able
to channel their chemical energies into high frequency electrical and cooperative
oscillations. There is now increasing evidence that such electrical oscillations do
occur, In particular, Frdhlich predicted that there would be a very high frequency
oscillation in the frequency range of 100 gigahertz, but left open the possibility
that electrical oscillations of a large scale and of a cooperative nature at yet

lower frequency ranges could be observed. The evidence for the very high frequency
range oscillations has been admirably summarized by Frdhlich (1980). More recent
evidence from laser Raman spectroscopy (Webb, 1980) indicates that living cells, when
metabolically active, do indeed produce oscillations at the very high frequency range.
Del Guidice, Doglia, & Milani (1982) have suggested that the Frdhlich mechanism is
augmented by solitons (Davydov, 1980) to assist in the production of low frequency
oscillations.

Evidence for natural electrical cellular oscillations of a rather lower frequency

can be inferred from several sources. Rowlands et alia (1982, 1982b, 1983) have de-
monstrated that long range interactions exist between live erythrocytes in their own
fluid plasma. The measurements imply that the interactions range from 0 to 4 micro-
meters, a fact which would also strongly suggest the presence of long range coopera-
tive interactions of the type proposed by Frdhlich.

Evidence for the presence of natural electrical oscillations at frequencies much lower
than 100 gigaherz by cells has been obtained by research showing the presence of os-
cillating fields in and about cells. There are two phenomena which show such evidence;
dielectrophoresis (DEP), and cellular spin resonance (CSR). Let us briefly summarize
these lines of evidence.

Dielectrophoresis, the motion of neutral particles induced by the action of nonuniform
electric fields (Pohl, 1951, 1978) can be used to explore for the existence of non-
uniform electric fields. Here, the motion of tiny polarizable particles near cells

is used to help decide if ac fields are present near the cell surface. The motion

of tiny polarizable particles near cells is used to help decide if ac fields are pre-
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sent near the cell surface. The motion of such tiny polarizable neutral particles
will be towards the region of higher field strength provided that their effective
dielectric constant exceeds that of the suspending medium at that frequency. On the
other hand, particles having an effective dielectric constant lesser than that of

the suspending medium can be expected to experience a (mild) repulsion from the region
of higher field intensity. Because this phenomenon is occurring on a microscopic
scale, we will refer to it provisionally as "micro-dielectrophoresis" (micro-DEP).
Experimental studies of micro-DEP on cells confirms the presence of natural rf os-
cillations in a number of ways. A preference for the accumulation of tiny (ca. 2
micrometer diameter) particles of high dielectric constant over that for ones of low
dielectric constant:

1. TIs shown by living but not by dead cells (Pohl, 1981b).

2. Can be suppressed in living cells by metabolic inhibitors such as those which block
ATPases (Pohl et al. 1981).

3. 1Is maximal at or near mitosis, as demonstrated in the yeast (Saccharomyces cere-

visiae) where the stages in the life cycle are readily visible by observing the bud
development (Pohl et al., 1981).

4. Ts suppressable, in accord with the theory of dielectrics, for a variety of test
powders by increasing the effective dielectric constant of the medium through increas-
ing the conductivity so that the effective dielectric constant exceeds that of the
test powder. (Pohl, 1980a, 1980b, 1980c; Pohl et al., 1981). The effective dielec-
tric constant is taken to be the absolute value of the complex dielectric constant,
viz. K = K'—jK"=K'—js/(sOw). Keff = <(k')+(k")>li where k is the complex relative
dielectric constant, K" is the out-of-phase relative dielectric constant, j is the
square root of minus one, s is the conductivity, Eo is the absolute

permittivity of free space, and w is the angular frequency of the electric field.

5. Is observable for a variety of test powders of highly varied chemical nature, but
that have the common feature of having a higher effective dielectric coﬁstant than
that of the suspending medium. Such observations minimize the probability that the
observed micro-DEP effects are due to chemically-related selective effects, and sup-
port the interpretation that the observed effects are due to dielectric factors, not
chemical ones. For example, the highly polarizable particles which show preference
for accumulation onto the living cells include BaTiO3, SrTiO3, NaNbO3, and DP-1A, an
organic polymer (Pohl and Wyhof, 1972) synthesized from anthraquinone and pyromellitic
dianhydride, typical of class of aromatic polymers (Pohl and Pollak, 1977) having very
high dielectric constants (1000 to 300,000). Among the types of particles of low
polarizability, and which are but little attracted to living cells, and are used

as "control" particles in the micro-DEP experiments are BaSO4, silica, and corundum
(alumina). (Pohl, 1980a, 1980b, 1981b; Pohl et al., 1981, Roy et al., 1981).

6. Is observable in a wide range of organisms, including bacteria, fungi, algae cells,
and also avian blood cells and mammalian fibroblasts of normal, fetal, and tumor or-

igin. (Pohl, 1980b, 1980c, 1981b; Pohl et al., 1981).
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7. Provides micro-DEP versus conductivity data that yield estimates of the (minimum)
frequency of the natural rf dipoles (in the neighborhood of 10 Khz) which agree with
that deduced from results of CSR (Pohl, 1980c, 1981la).

8. Provides an estimate of the (minimum) field strength of the natural rf dipole field
near the surface of the cells. This is derived from the known hysteresis of the field-
dependent ferroelectric behavior of BaTiO3. This value of the field at or near the
cellular surface (about 100V/cm) agrees well with that inferred from torque measure-
ments in CSR (Pohl, 1980c, 1981la).

It is worth pointing out that one expects the effect of micro-DEP to be of very short
range, and to vary as the inverse seventh power of the distance between cell and the
detector particle. It will be recalled that the DEP force varies as the gradient of
the square of the field. Since the field about a dipole varies approximately as the
inverse cube of the distance from the dipole center, the gradient of its square will
vary as the inverse seventh power of the distance from its center. This implies that

the DEP force upon the test particle (such as BaTiO or SiOZ) can be expected to ex-

s
ert itself only over a very short range about the czlls.

That the observed micro-DEP phenomena, the preference of highly polarizable particles
of living cells over that for ones of low polarizability, is in fact an ac and not a
dc phenomenon due to static fields is clearly evidenced by several facts. First, the
observations cited in (4) above show that the presence of even slight conduction as
by circa 100 micromolar NaCl or KCl is sufficient to suppress the effect, and is in
accord with dielectric theory for ac fields. Second, it is well known from the theory
of polar media such as water that the effect of static fields is readily suppressed
over distances in the order of a Debye relaxation length. Since this is in the order
of only about one hundred Angstroms under our conditions, and the effects are seen

to be active over distances which are many times larger (several micrometers), it is
very unlikely that static effects are at issue. One may conclude that the evidence
for natural rf fields in and about cells is supported by the evidence from micro-di-
electrophoresis.

Let us now consider the evidence for natural electrical rf oscillations as obtained
from the study of cellular spin resonance (CSR). The rotation, or spinning of cells
or other particles in an ac field can provide a simple and straightforward method

for obtaining the dielectric properties of individual cells (or particles). This is
particularly true if rotating fields such as those produced by three or four-pole
electrode arrangements are used. (Mischel, Voss, and Pohl, 1982; Arnold and Zimmer-
man, 1982a, 1982b,; Pohl, 1983).

Cells and other polarizable particles have been observed to spin while in a simple
two-pole alternating electric field, and by a number of researchers. (Teixera-Pinto
et al., 1960; Furedi and Valentine, 1962; Pohl and Crane, 1971; Pohl, 1978; Mischel
and Lamprecht, 1980; Pohl, 198la; Zimmermann et al., 1981; Pohl and Braden, 1982).
Pohl and Crane first described the resonant spinning of live (yeast) cells that were

subject to ac electric fields created between parallel wire electrodes, and noted
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that the spinning of the cells was sharply responsive to the frequency of the applied
field. It was observed, moreover, that the resonant frequency depended upon the age
of the colony examined. The sharply resonant character of the spinning response led
to the use of the descriptive term, 'cellular spin resonance" (CSR). Mischel and

Lamprecht (1980) studied dielectrophoretic rotation rates of budding yeast (Sacchar-

omyces cerevisiae) cells, but did not discuss the resonant rotation of the cells.

Zimmermann, Vienken, and Pilwat (1981) reported CSR in several species of cells, in-
cluding that of Friend cells, and human erythrocytes, and ghosts thereof; and meso-
phyll protoplasts of Avena sativa.

During the course of the experimental studies in the several laboratories, it was ob-
served that there appear to be two circumstances for the occurence of CSR; that for
lone cells little affected by local field perturbations due to delayed polarizations,
and that for interacting particles for which delayed polarizations play a role in
inducing the rotations. Physically, the latter case is rather analogous to the oper-
ation of a shaded-pole motor.

The spinning of lone cells was reported by Pohl and Crane (1971), by Chen, (1973),

by Pohl and Braden (1982), and by Mischel and Lamprecht (1983). For physical reasons,
only occasional and brief observations can be made of lone cells spinning in the mid
region of a two-pole field, for the cells usually move quickly to an electrode or
unite with other cells to form "pearl-chains". This is because of dielectrophoretic
force or mechanical forces such as thermal upsets, ion injection, and the like in-
volving streaming, etc. Lone cells can, however, be readily seen to spin freely and
in a frequency resonant manner when against a mirror-smooth Pt electrode, as all in-
vestigators, and especially Mischel and Lamprecht (1983) have noted. The theory for
the CSR of lone cells in a two-pole alternating electric field has been discussed by
Pohl (198la, 1982). That for the case of interacting particles exerting delayed po-
larization fields upon each other has been discussed by Holzapfel et al. (1982).

From the theoretical point of view, it is evident that cells can be made to spin by

"rotational

static fields or even very low frequency fields through the phenomenon of
conduction". Here, the spinning of even spherical bodies is induced by action of

ionic currents in producing surface-charge dipoles on particles having a conductivity

or dielectric constant different from that of the supporting fluid medium. (Pohl, 1978,
pp. 135-141). 1In this case it is expected that the spinning will be of low frequency.
It is equally clear that CSR can also be evoked even in very high frequency fields if
natural oscillating dipoles operating within living cells interact with the applied
fields. The cellular spin rate would then be expected to be in the order of the dif-
ference between the frequencies of the natural dipolar frequency and that of the applied
field. (Pohl, 1981, 1982). It is also clear that CSR can be evoked even in high fre-
quency fields by delayed polarizations acting off-axis from that of the main ac field,
in the manner discussed by Holzapfel et al. (1982). At the present writing, the only
apparent mechanisms clearly accounting for the CSR of lone live cells where the spin-

ning is sharply resonant to the applied frequency; where the spinning ceases upon the
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death of the cell, and where the frequency of cellular spinning is much less than the
frequency of the applied field, would be ones in which a natural cellular dipolar
oscillation exists and can interact with the applied field.

There exists, of course, the possibility that the natural cellular electrical oscilla-
tions might not be simply dipolar, but may be like that of linear quadupoles or of
higher multipoles. It would also be expected that in view of the possibly weak char-
acter of the natural electrical oscillations that they would be affectable by applied
fieélds and have their frequency 'pulled" into resonance with applied fields, and so
make the CSR spectrum comnsist of peaks somewhat broadened by the '"pulling'" or, as it
is sometimes called, '"frequency motor-boating'.

The evidence that living cells naturally produce rf oscillations, as evidenced by CSR
studies is supportive of the conclusions reached from the micro-DEP studies. On the
other hand, the CSR evidence 1is not yet to be considered as strong as that from the
micro-DEP, for there are several ways to interpret the CSR results. The observed

CSR signals can be due, as discussed above to either the (lone cell) natural electrical
oscillations or to the multicell delayed polarization interactions. In the latter
case, no internal natural oscillations are required, but only the presence of the
normal excess polarizability of the particles. The case is not yet closed, but the
evidence so far from several laboratories does indeed show that lone cells, far re-
moved from any visible perturbations which might be judged to be able to impart de-
layed polarizations, can spin resonantly with applied two-pole fields. (Pohl and
Crane, 1971; Chen, 1973; Pohl and Braden, 1982; Mischel and Lamprecht, 1983). We
conclude that the present evidence from CSR favors the idea that cells do indeed ex-—
hibit natural cellular electrical oscillations. Having said that, it must also be
said that indeed most of the CSR experimentally observable in suspensions of cells,
alive or dead, or of vesicles, or of cell ghosts, or even of inanimate particles is
that due to the induced delayed off-axis polarization interactions, a rather easily
evokable type of spinning. One must exercise considerable caution before assigning
observed CSR as being due to the experimentally rarer and more difficult to determine
patural rf oscillations,

One further remark on this point should be made at this time. Since it is possible
that some of the natural rf oscillations might be quadrupolar as well as dipolar in
character, it may eventually be found that special conditions are necessary to ob-
serve them in some cases. The situation could be considered somewhat analogous to
the IR and Raman spectra of molecules. The dipolar state can be observed by direct
emission, but the quadrupolar states may need to be stimulated to be observable.
Further study along this line is necessary.

On using two-electrode systems to examine the CSR of living cells, Pohl and Braden

(1982) observed in the case of yeast (Saccharomyces cerevisiae) cells that the spec-

trum typically contained only one or two peaks. The cells spun at a rate of about

0.1 to 30 Hz while the applied frequency was in the order of thousands of Hertz. More-

over the spin response was sharply resonant to the applied frequency. The CSR was
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observed to vary with the cell type, and with the phase of the yeast cell life cycle.
Living cells responded readily. Dead cells showed little or no such response when
observed as lone cells, well removed from others. Live mouse sarcoma cells also
showed sharp CSR. As an additional test of the presence of natural rf oscillationms,
these researchers compared the CSR of cells in the presence of pulsed dc and of sin-
usoidal rf fields. They showed that the ac and pulsed dc spectra are quite similar,
and that the cells continued to spin in either field of the same basal frequency and
applied field strength (14 V rms). If cells were to possess induced-polarization
dipoles only, they would be expected to librate but not spin as lone cells in the high
frequency pulsed dc fields. Dead lone cells, killed as by heat or by phenol were ob-
served not to spin when subject to high frequency electric fields, ac or pulsed dc.
The natural electrical cellular oscillations can be considered to arise by a number

of possible mechanisms. 1In considering any particular case, it is important to appre-
ciate that the field effects upon external objects must be considered to be due to
electrical distortions at or near the cellular surface, for the high conductivity of
the cell interior can be expected to mask or strongly damp the fields arising from
deep within the cell. Moreover, the field effects upon external objects such as the
test particles used in micro-DEP can also be expected to be of very short range unless
the conductivity of the support medium is very low. Said another way, one can expect
that only surface-connected asymmetric charge distributions would be sensed by nearby
bodies; and that the external effects of natural cellular rf oscillations will be
short-ranged and highly ineffective unless in aqueous media of very high resistivity.
The range of natural rf electrical oscillations will be longer the higher the frequency.
Among the mechanisms which can be considered to give rise to natural rf oscillations
are those involving the Frohlich mechanism of cooperative dipolar oscillations fed by
cellular metabolic energy, and mechanisms involving oscillating chemical reactions
capable of producing charge waves. The latter may well involve limit cycle operation
as discussed by Frohlich (1977) and by Kaiser (1982). A model for oscillating chemical
reactions occuring in a cell and giving rise to charge waves was discussed by Pohl and

Braden (1982).

In the latter model, it was suggested that natural intrinsic oscillating cellular
dipoles arise from oscillating chemical reactions coupling within the cells to phy-
sically mobile regions of ions so as to produce charge density waves. There are sev-—
eral well-studied systems of oscillating chemical reactions (Noyes and Field, 1974;
Noyes, 1977; Epstein et alia, 1981). These well-studied oscillating reactions are
considered to oscillate between phaseé which are alternately rich in free radical

and ionic species (Fig. i). Such reactions have both temporal and spatial coordinates,
and develop in both space and time. It is suggested that if, during the ionic phase
of the reaction cycle, the outward speed of the positive ions does not exactly match

that of the negative ions, then a charge wave will develop (Fig. 2).



Fig.1.

Diagram of reaction sequences:
Curve A. The usual fall of reactant
concentration with time.

Curve B. The fall of a reactant
concentration during a periodic
reaction in which no externally
supplied reagents are added

during the reaction.

Curve C. Free radical branching
reaction phase

Fig.2.

A mechanism for the production of
natural oscillating electrical
dipole oscillations in cells or
organelles.

A. Charge waves from the ionic
phase of periodic reaction radiate
outward from initiating sites
within the cell. Initially the
charge waves are uncollimated and
incoherent.

B. The presence of the various
more or less parallel structures
within the cell causes the indivi-
dual charge waves to become paral-
lelized. Whether the reaction waves
proceed parallel or at right angles
to the retaining walls of the
structures is not yet known, but
present evidence from kinetic con-
siderations would indicate that

the reaction proceeding at right
angles to the restricting wall is
the more likely. For ease of
picturing the process of the colli-
mation and coherence, however, the
parallel course of the reactions

is sketched.

C. Development of the collimation
and coherence of the individual
charge waves is pictured.

REACTANT CONCENTRATION

205

IONIC PHASE

FREE RADICAL BRANCHING
REACTION PHASE

TIME —»
PERIODIC REACTIONS

D. Full coherence and collimation of the charge waves. It is expected that the
resultant dipole (or higher multipole) oscillator will be detectable outside
the cell only from charge wave effects very close to the cellular surface, for
the conductive nature of the cell plasma and normal surroundings will be
expected to strongly damp low frequency oscillationms.
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This is an example of a longitudinal electric wave. Such charge waves can, of course,
arise almost simultaneously from several sites throughout the cell. As these develop-
ing charge waves encounter structures within the cell that effect a parallelization of
the wave developments, collimation of the charge waves will ensue. Because of coulom-
bic interactions, one can expect the various collimated charge waves to develop a co-
operative correlation (in the sense of a Bose-like condensation) to form a coherent
set of charge waves involving large regions of the cell in a cooperative oscillating
dipole or multipole. This testable model suggests a number of experimental studies as
to its energy source, its strength, and its cause.

There are a number of well known structures in cells which might be able to effect
parallelization of such charge waves. These include the mitotic spindle apparatus,
the walls of the endoplasmic reticulae (ER), the laminae of the cristae in mitochon—
ria, and the grana of chloroplasts (Fig. 3). Oscillating reactions in biology are
well known. Excellent reviews on this subject are available. (Treherne et al., 1979;

Berridge and Rapp, 1979; Rapp, 1979).

Fig.3. Known cellular structures which are of lamellar or parallelized morphology,
and which might be expected to help collimate charge waves and periodic reactions
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Whether the proposed charge waves providing the source of the natural rf oscillations
are due to reactions which proceed geometrically parallel to or at right angles to

the laminar structures is not known, but kinetic data on the assumed charge waves imply
that the charge waves proceed across rather than along the laminae, especially in the
case of the high frequency oscillations. A study by Schmidt and Ortoleva (1979) sug-
gests how oscillating reactions might be coupled to electrical charge waves. It is
probable that the ubiquitous ionic double layers at the numerous interfaces within

the cells would play a role in the natural oscillations of cells. In this connection,
it may be noted that the mechanically induced electromagnetic radiation from vibrated
systems having ionic double layers may play a role in cellular responses (Pohl, 1980a).
Another mechanism for producing resonant oscillations is that which could arise from
local fluctuations in the charge density at the surface of the cell, which in turn
arise from internal reaction oscillations. Consider a local charge density fluctua-
tion dq, which arises at some point at the cell surface at time t=0. It will affect
the charge distribution around the periphery of the outer ionic double layer of the
cell-medium interface. This distribution will travel around the cell surface and re-
verberate back to the origin with a frequency f, in the order of f=v/Q, where v is the
velocity of the disturbance, and % is the half-perimeter. A rough estimate of the
frequency of this reverberation can be made by assuming that the velocity is in the
order of that of sound, and the distance £, is of the order of 7 times the radius.
Then for a cell of radius 10 microns, the frequency of such a reverberation will be

in the order of f=v/g = (100 m/s)/(3.14 x 10 microns) = 30 MHz (Fig. 4).

— &— " CHARGE PULSE
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Fig.4. Diagram of a mechanism for producing pulses of oscillatory character that
originate from a charge ejection (dq) from some site. The appearance of the surplus
charge can then evoke a charge wave reverberating around the periphery in the ionic
double layer at the cell-medium boundary
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More realistic values of the velocity of propagation of the disturbance along the iomnic
double layer would be expected to lead to yet lower values of the reverberation fre-
quency of this type of electrical oscillation. The intensity of this mode will depend
upon the feedback between the internal and external waves.

We have before us, then, the real probability that cells produce oscillating electric
fields. It is appropriate to ask where, how, and why such oscillations might arise

in living systems. There appear to be two main experimental results available to us
at this point in time. The first broad result from the data to date is that living
cells of many types give evidence of the presence of natural oscillating electric
fields. From studies of micro-dielectrophoresis, it is observed that the particle-
gathering ability of various cells is one which favors the accumulation of the highly
polarizable particles over that of the weakly polarizable particles. This is

shown in Table 1.
TABLE 1.

The Particle Gathering Ability of Various Cells

...Micro-dielectrophoresis

RATIO, POLARIZABLE TO NON-
CELL TYPE POLARIZABLE PARTICLES; (n/p)
polar to (n/p) non-polar.

Bacteria, Bacillus cereus, synchronized

Yeast, Saccharomyces cerevisiae 2.0

Alga, Chlorella pyrenoidosa

Avian, Chicken red blood cell 2.0
Mammalian, Mouse "L'" fibroblasts 2.0
Mammalian, Mouse Ascites tumor fibroblasts 2.2
Mammalian, Mouse, Fetal fibroblasts 2.0

From the above table it is observed that the process is ubiquitous, and common to
all of the wide types of cells examined.

A second line of evidence comes from micro—-dielectrophoresis observations (Pochl et
alia, 1981) where the n/p values, indicating the strength of preference of cells for
polar particles, were found to be maximal at or near mitosis. These results were

readily obtained in the case of yeast, Saccharomyces cerevisiae, in which the

phase of the life cycle is readily determinable from the shape of the cell. The life
cycle variations of the micro-dielectrophoresis for BaTiO3 clearly peaked at the period
of the life cycle when the small budding stage is reached, i.e., when mitosis is nearby

in the life cycle.

With these two principle results beforeus, i.e., (1) that natural cellular electrical
oscillations are '"universal' among cells, and (2) that the oscillations are maximal
at or near mitosis; we may ask the question: "Are the observed natural rf oscilla-

tions evidence of a process which is a necessary one, or is it evidence of just an
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unnecessary frill in the life processes of cells?" The fact that they are seen in
such a wide variety of cells, ranging from the primitive bacteria to the sophisticated
mammalian cells, indicates that the natural rf oscillations have been carried on for
billions of years, and that they could reflect something or some process essential

to cell life. The second fact, that such natural rf oscillations are maximal at or
near mitosis can be taken to imply that the oscillations reflect a process important
to cellular reproduction. It remains then, to find why and how these natural cellular
rf oscillations play an essential role in cellular replication. As we learn more
about the answers to these questions, we shall understand more about factors govern-—
ing the replication of cells during the four critical phases of higher life forms:
during embryonic development, during somatic repair, during wound healing, and during

tumor growth.

Helpful discussions were had with Professor H. Frdhlich and I. Lamprecht, Dr. F.
Kaiser, and V. Denner. Support of a portion of this research by the Pohl Cancer
Research Laboratory is gratefully acknowledged. The newly reported measurements

of micro-DEP on algae, and yeast were made by Hiram Rivera of the Laboratory.
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The Interpretation and Use of the Rotation of Biological Cells
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Introduction

The application of electric fields to cell suspensions has resulted in the
evolution of three new techniques - those of cell rotation, reversible membrane
breakdown and fusion. Although these methods differ in the order of magnitude of
field involved, they have several concepts and physical parameters in common. Owing
to the subject area of this conference, neither breakdown nor fusion will be
discussed here, and have already been reviewed earlier (1, 2, 3, 4).

Rotation can be used as a tool to provide experimental membrane data
useful for fusion or other purposes, if the theory underlying it is understood. The
experimental grounds on which this theory rests will therefore be discussed first.

Experimental Basis

Teixeira-Pinto et al. (5) were the first to report that living cells may
rotate when exposed to a linear alternating field. This rotation was observed only -
after the field either had caused two cells to approach each other very closely or
had first detached a fragment from an Amoeba. Al though polystyrene spheres (and many
other materials in suspension, see e.g. (6)) show this "pearl-chaining" effect,
rotation was apparently restricted to cells or vesicles formed from cells.
Teixeira-Pinto et al. used the 1-100 MHz frequency range and parallel, glass-
covered electrodes (Fig. la).

Coherent Excitations in Biological Systems
Ed. by H. Frdhlich and F. Kremer
© by Springer-Verlag Berlin Heidelberg 1983
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Fig. 1, Electrode arrangements which have been used to apply fields resulting in
ceii rotation. The parallel arrangements in (a), (b) and (d) will result in fields
which are relatively uniform compared to that produced by the pin-pin electrodes in
(c). (a), (b), (c) and (d) are based on (5), (6), (8) and (12) respectively

Firedi and Ohad (7), using similar electrodes (Fig. 1b), observed a sort
of rotation or realignment of erythrocytes by a mechanism which appeared to involve
deformation of the cell. As it is stated that application of the 120 MHz field for
Tonger than 5 seconds caused break-up of the cells, it appears that-the voltage
levels involved were causing artifacts due to heating or membrane breakdown (1).
Whilst working with highly non-uniform fields (designed to investigate dielectropho-
resis) produced between two pin electrodes (Fig. 1c) Pohl and coworkers (8, 9, see
also 10) found that suspended yeast cells could be made to rotate anywhere in the
field between the electrodes. At any given frequency (which could be in one of two
or three conductivity dependent regions between 100 Hz and 100 kHz), a small propor-

tion of the cells rotated.

Mischel and Lamprecht (11) confined their observations to single cells on
the surfaces of pin electrodes. They reported that those cells seen to rotate did so
with a speed linearly proportional to field strength, once a threshold was exceeded.
The observation that the magnitude of the threshold was affected by the moment of
inertia (which by definition affects only the acceleration of each cell) suggests
that the spinning of the cells was not continuous. Presumably the strong attractive
force exerted on the cells by the electrode, combined with the irregular shape of
the "budding" yeast cells, caused intermittent hindrance to rotation. Indeed the
authors noted that rotating cells might suddenly stick to the electrode.

Predictable, reproducible rotation of all cells in a given population was
observed by Zimmermann et al. (12) upon application of linear fields to high suspen-
sion densities of yeast cells, erythrocytes, plant protoplasts or Friend cells. (A
permanent cell Tine consisting of mouse erythrocytes made leukaemic with Friend
virus). At a given conductivity, each cell type seemed to have its own particular
optimum ("resonant") frequency. The formation of pearl chains of .cells was seen to
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hasten the onset of rotation, as if rotation were a collective phenomenon. Hub et
al. (13) have also observed the rotation of liposomes.

mi
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Fig. 2. Theoretical and observed orientation of cells in an electric field in
association with multi-cell rotation. In (a), the angle \Po defines the orientation
of a doublet of cells with respect to the electric field vector. According to (14),
positive values of Po give clockwise rotation of both cells, negative values give
anti-clockwise rotation. Maximum rotation speed occurs at ¥ 45°. In (b) the
orientation of plant protoplasts ‘taken up during multicell rotation is shown, the
electrodes being horizontal. Fig. taken from (14)

Subsequently, Holzapfel et al. (14) investigated whether the rotation
could be due to the induction of dipoles in the cells by the field. The theory
developed showed that a torque should indeed be developed provided that a minimum of
two cells werein close proximity, and that the torque acting on the cells of any
doublet should be maximized when the axis of the doublet was at an angle of 45° to
the field (Fig. 2a), as borne out by observation (Fig. 2b). The direction of
rotation is determined by whether the axis is displaced one way or the other from
the field. In addition, the frequency maximum for cells of a given type was shown to
be due to the production of maximum torque by the dipole-dipole interaction when the
field frequency (f) matched the relaxation time (T ) of the polarisation process of
the cell. Specifically maximum rotation rate should occur when

2nft=1 (1)

It is possible to view the dipole-dipole-field interaction as producing a
local rotating component in the electric field. According to this, any single member
of a given cell type should rotate if a rotating field (pulsed or continuous) of the
appropriate frequency is applied, as was recently demonstrated in this laboratory
(continuous field method (15,16); pulsed field method (17)). A single cell or an
entire cluster of cells were seen to rotate in a direction established immediately
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by the external field. Using the continuous rotating field method (4, 15, 16), it
was also shown that the field frequency giving fastest rotation was a linear
function of medium conductivity as was to be expected (see next section) if the
dipoles were generated by charging of the cell membrane, because the rate of
charging is effectively 1imited by the external conductivity, when this is Tow.

The view that possession of an intact outer membrane was the essential requirement
for this rotation was confirmed by the observation that isolated plant cell vacuoles
or large unilamellar artificial 1iposomes also rotate in the same frequency range of
the rotating field, whereas ion-exchange particles or polystyrene beads do not
(unpublished results).

The theories of multi- and single-cell rotation both predicted that the
torque and hence the rotation rate of suspended cells should increase as the square
of the applied field strength (4, 14, 15, 16). Observations on cells where only
hydrodynamic damping could be operating showed this prediction to be correct, there
being no detectable threshold (Figs. 3a, 3b). The linear results (with a substantial
threshold) obtained by Mischel and Lamprecht (11) were presumably a consequence of
the strong interference to rotation caused by the dielectrophoretic force exerted on
cells when next to a pin electrode.

It is certain from the above that all cells can be made to rotate by the
application of a rotating field, and that in so rotating they are behaving in a
passive and linear manner. The occasional rotation of even single cells in a linear
field as reported by Pohl and co-workers (8, 9) and by Mischel and Lamprecht (11) is
more difficult to interpret. Pohl has put forward several hypotheses to-account for
such rotation (10, 18, 19) the most recent of which calls for the intrinsic produc-
tion of radio frequency (5 kHz or higher) oscillations within the cell. Such oscil-
lations are supposedly driven by corresponding oscillations of a biochemical nature,
presunably coupled by means of charge displacement across internal membranes.
However it is unfortunate that at present there seems to be no report of fast enough
biochemical oscillations: the periods of this class of oscillation being at least
several seconds (20). In addition, Pohl's proposed "motorboating" phenomenon ( 9,18,
19) appears to contravene the normal phase relationships in the production of
difference frequencies. Pohl and Braden (9) predicted that the frequency with which
the cell rotates (fg) should be determined by the difference between the frequencies
of the applied field (ff) and that of the cells inherent oscillator (fp):

fe =1 + fr (2)

If the rotation rate depended upon the difference frequency between the inherent and
applied frequencies, the direction of rotation should reverse sharply as the applied
frequency is swept across the inherent frequency. No such sharp reversal has been
reported.
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Fig. 3. The square-law dependence of rotation rate on field strength for mesophyll
protoplasts of Avena sativa (approx. 18 pm radius).
a) Multi-cell rotation, Tinear field (redrawn from (14))

b) Single cell rotation, rotating field (taken from (15)). The lower field strengths
necessary for single-cell rotation are evident

It should be emphasized that any chamber (even one designed to produce a
uniform field at the centre) is likely to have regions where the field intensity is
much above the mean value. This can lead to localised heating resulting in
turbulence throughout the chamber, although the effect is usually strongest close to
the electrodes where membrane breakdown may cause electrolyte release giving yet
further heating. Turbulence may also result from heating due to illumination without
adequate heat filtration. We believe this may have given rise to some of the effects
reported, and consider that only highly repeatable rotation, using any of the cells
from a uniform population, should in future be reported.

A possible dielectrophoretic cause for the rotation of single cells near
to pin-pin electrode systems may be found in the strong inhomogeneity of the field,
seen especially at close electrode spacings. Lafon and Pohl (21) have shown that
when cylindrical or pin electrodes induce image charges in each other, the effect is
to add to the field expected as the common axis of the electrodes is approached. The
side of a cell nearer to the electrode axis will therefore experience a greater
force towards the locally dominant electrode than will the other side, in other
words a torque is exerted on the cell. A cell at the surface of an electrode can
therefore be expected to roll towards the central axis. Suspendedice11s close to the
electrode should rotate as they move towards it, although crossing the field of view
of a microscope too quickly to allow repeatable observations.

It may be seen from the brief review given above that the rotation of
single cells in two electrode chambers has only been reported by users of the pin-
pin electrode pattern (Fig. 1lc). The field between such electrodes will usually be
much more non-uniform than that between parallel electrodes (Figs. la, 1b or 1d).
This deduction would seem to support the above non-uniform field explanation of

these (8, 9, 11) observations, which may therefore be justly termed dielectrophore-
tic rotation.
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We wish to conclude that using accepted field theory it is possible to
explain all of the repeatable observations of rotation in linear fields, it being
our impression that the remaining observations are not readily repeatable. However,
the consistent theories that account for the highly repeatable phenomena of multi-
cell rotation in an alternating field and of single cell rotation in a rotating
field have become the basis of quantitative techniques, as described in the next
section.

Theory and Application

The theory of multi-cell rotation developed by Holzapfel et al. (14)
showed that the rotation speed was maximised at a field frequency which matched a
generalised dipole relaxation time (T ). We shall term the frequency giving maximum
rotation rate the characteristic frequency (f.). The value of f. is given by Eg.(1).

This same equation was later derived also for single cell rotation (4,
16), and the polarisation mechanism shown to be charge separation across the mem-
brane. In multi-cell rotation, the effective T value is expected to depend on all
cells present and this prevented the quantitative application of this technique in
heterogeneous populations. Moreover, in low conductivity (10-5 S« cm1 or less)
media the T values for multi-cell rotation seem to be several times shorter than
those expected from the single cell theory or found in single cell rotation experi-
ments (below). This may correspond to the cells being more conductive than these
media due to membrane resistance or ionic double-layer effects. Whatever the reason,
it is important to note that the multi-cell rotation will give a value for T which
is appropriate to the usual conditions for cell fusion (several cells in contact in
low conductivity media).

When a spherical membrane-bounded object (of radius a (metres), membrane
capacitance and conductance Cy (Fecm~2) and Ry (-cm 2) respectively and of inter-
nal conductivity Qi (Stcml)) is placed in a medium of conductivity Qe S+cmrl,
the relaxation (charging) time of the membrane in response to electric fields in the
medium is given (22) by:

= aC 01 +2%
t " 290+ (07 +20p) @

The processes that this equation describes become clearer when it is
viewed as an expansion of an equation developed by Jeltsch and Zimmermann (23):

1 1 1

T To T;
In this equation, Te is the time constant of the membrane (considered to
be a lossless capacitance) in series with the internal and external solution resis-

tances. T is the correction that must be made because of the finite resistance of
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the membrane: it is conceptually and numerically equal to the RyCy time constant. In
the case of a maximum in rotation rate Eq. (3) can be combined with Eq. (1), giving:

£ =1 [2010'e+i
C T 2maly [G¥20, Ry )

If the external medium is made considerably less conductive than the cell
interior, then

— 1 3
. = QG +5—
c (2e (6)
2TCa (;4 FQM
In the majority of cells, Ry is large enough to be neglected and so we
obtain:

_ Og
. = mag, (7)

Arnold and Zimmermann (16) were indeed able to demonstrate a linear rela-
tionship between the characteristic frequency and external conductivity for single-
cell rotation (Fig. 4a), the value of membrane capacitance derived (Eq. (7)) being
0.48 ¥ 0.07 yF- cm-2 with data from other plants yielding a value of
0.37 * 0.03 pF- cm2 (unpublished results). The cells used, mesophyll protoplasts,
have a vacuole which occupies at least 70% of the cell, so the capacitance of the
individual (effectively series-connected) membranes can be estimated as
approximately 1 pF-cm~2 each.

This constitutes the first method for the determination of the membrane
capacitance of very small quantities of intact cells (i.e. without the use of intra-
cellular electrodes). A value of 1.0 uF'cm‘2 has also been obtained by work (Arnold,
Kiippers, Wendt and Zimmermann, unpublished) on Friend cells (Fig. 4b). These cells
have no large internal membrane system, so the capacitance obtained is that of the
plasmalemma.

Knowledge of the membrane capacitance is required to understand electrical-
1y induced membrane breakdown and cell fusion, because the capacitance determines
the charging time for the membrane (Eq. (3)) and therefore the minimum length of
breakdown pulse necessary.

Biomembrane capacitance is thought to be considerably affected by the pro-
tein content (24). If proteins within the membrane are considerably hydrated, or
form aqueous pores, then their relative dielectric constant up to frequencies of at
least several MHz should be much higher (25) than the value of 2 usually accepted
for pure 1ipid bilayers. On the other hand, surface layers of protein should de-
crease the overall capacitance because at sufficiently high frequencies they will
appear as simple capacitive elements in series with the membrane.
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Fig. 4. The dependence of characteristic frequency on medium conductivity measured
using single cells in the rotating field. a) Values for individual mesophyll proto-
plasts of A. sativa, axes are double 1ogar1thm1c. The slope corresponds to a mem-
brane capacitance of 0.48 } 0.07 pFecm=¢ (from (14)). b) Values (each is the mean of
6 cells) for Friend cells. The slope corresponds to a membrane capacitance of

1.0 yF. Repetition of this experiment five times has shown that the deviations from
the straight 1ine are random and seem to result from scatter in the cell population
1tse]f. Mean and standard deviation of the membrane capacitance for the five runs,
0.99 } 0.08 pF-cm

The presence of protein-free regions within the membrane is thought to be
necessary for the process of electrofusion (2, 3, 4). Therefore it can be expected
that capacitance measurements will promote the understanding of the electrofusion
process by revealing something of the membrane protein distribution.

According to Eq. (6), the membrane resistance value may also be determined
by cell rotation experiments. The effect of this resistance so far observed has been
too small to yield an accurate value for Ry although a lower Timit of 30 Qcm2 (Ar-
nold, Schnabl and Zimmermann, unpublished results) may be placed on it (Vicia faba
mesophyll protoplasts). In other cases, when Ry is high the term in Ry in Eq. (5)
may be omitted if the lowest conductivities are not to be considered. Then
rearrangement yields:

-l‘ ‘:-TEBCM('O-i""

Hence ()i may be determined, and values for Cy derived even if (Jj cannot
be assumed to be much larger than Cfé. However, accurate determination of (5}
requires the use of such high medium conductivities that heating effects (turbulence
and temperature changes) at present limit this.

2—,) (8)
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In the special case where O = Q. (=0 ), Eq. (5) reduces to

— 1

fc = 3mac, (GZRM) ©)
which should be applicable to cells which have equilibrated their contents with the
medium, yet still have an electrically functioning membrane. An example of such
should be resealed erythrocyte ghost cells, although so far the rotation of these
has been attempted using the multi-cell technique only. Liposomes suspended in the
medium in which they were prepared should also have equal internal and external
conductivities. It should thus be possible to find the membrane resistance by form-
ing ghosts or liposomes in media of a series of conductivities, and plotting the ro-
tational characteristic frequency against the conductivity. In the 1imit when the Ry
is highenough to be neglected:

£ o
3Ttaly
which means that the time-constant for such Tiposomes is three times longer than

that expected for cells of the same size (c.f. Eq. (7)). This is of interest when
considering the conditions necessary to fuse such liposomes.

(10)

The equations above describe rotation having a frequency-dependence which
is due to field-driven charging of the membrane through internal and external medium

resistances. As discussed in (16), the frequency dependence of the torque on the
cell is given by:

2 2TCfT
N=E P1+(2n:f TR

where N is the torque, E is the field strength and P is a constant for each cell.

Eq. (11) has the same form as that of a Debye relaxation (involving field-
dependent re-orientation of dipoles having a single relaxation time). The condition
for maximum torque in the rotating field is that the field induced dipole makes an
angle of 45° with the field, corresponding to the field leading the polarisation by
45° at the frequency of maximum loss in a dielectric dispersion. The frequency range
of the membrane-charging dispersion is 1 kHz to 1 MHz (increasing with medium conduc-
tivity), with frequencies up to 10 MHz expected if work in physiological saline were
not impractical (due to thermal effects). Therefore this appears to be the single
cell manifestation of the‘? dispersion seen when making dielectric measurements of
bulk tissue (26).

It can be expected that rotation maxima will also be seen at other frequen-
cies reflecting the dielectric properties of the material of the cell itself, or of
collective properties (e.g. counterion movements) of the cell and medium. Evidence
for the latter is that another rotation maximum for yeasts and bacteria occurs at

(11)
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approximately 100 Hz (as well as the rotation at higher frequencies which may corres-
pond to counterion relaxation in the medium (27, 28, 29) or in the cell walls (30)

of these organisms. However, the mechanism cannot be precisely analogous to that op-
erating in the 1-1000 kHz range, because in that case the rotation is observed to
be counter to the direction of the field (4, 16, 17) whereas the rotation of walled
cells at low frequencies is seen to be co-field (in the same direction as the

field). Co-field rotation of all cells so far examined by rotating field is also

seen to have a maximum at approximately 1 MHz or higher. (Higher frequencies of rota-
ting field are not yet available with sufficient precision).

Molecular dipole dispersions seem to be responsible for the multi-cell ro-
tation of plant protoplasts (and of erythrocytes) which has been observed between 30
and 200 MHz (Kiippers and Wendt, unpublished data). It is likely that the
contribution of dipolar side chains can also be observed, as shown by the following.
Chelating ion exchange ("Chelex") beads containing doubly-liganded doubly-negatively
charged groups (tightly complexed with Ca** or Cu** ions) show multi-cell rotation
in the 20-100 MHz range. This rotation is abolished, or shifted to much higher
frequencies, when the sodium form (which is not expected to be a chelate) is
examined. Frequencies seen to give strong positive dielectrophoresis produce no
rotation, and it seems that in this case at least negative polarisability is
necessary to allow rotation.

It can be expected that other dispersions, e.g. that of 1ipid head groups
in membranes (31) and of water bound to proteins (32) and other materials should be
observable. If this is so, then analysis of the differences in dielectric properties
between individual cells should become a very powerful technique.

Conclusion

_ Extensive studies carried out on cell rotation have not confirmed the
hypothesis (9, 18, 19) that the 1iving cell has an intrinsic electric oscillator, at
Teast between 100 Hz and some 200 MHz. We believe that this phenomenon is purely
passive and not an example of a coherent excitation. However, it is not unusual in
research for investigations designed to elucidate one idea to lead to the
development of entirely different ones. In this case, we believe that cell rotation
has already shown its worth as a research tool, and further developments are only a
matter of time.
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Symposium on Coherent Excitations in Biological Systems:
Some Impressions and Conclusions

H. P. SCHWAN
Department of Bioengineering, University of Pennsylvania/D3, Philadelphia, PA 19104, USA

Some 40 scientists with background in the physical and biological sciences met from
November 29 to December 1 in Bad Neuenahr, West Germany in order to discuss coherent
excitations in biological systems and related topics. Field induced force effects,
krnown as pondermotoric effects, and their biological manifestations were also con-
sidered. In addition several papers were offered on such topics as biological
structure, metastable states in proteins, intracellular water, mm and Sub-mm wave
spectroscopy. Most of these papers are included in this volume. I shall therefore
not attempt to summarize them, but rather limit myself to comment only on a few and
draw some general conclusions. The presentations were limited to twelve papers.

This and the effective chairmanship of Froehlich assured room for valuable disucssions
and interactions.

Evidence for highly frequency specific biological effects of mm-waves had been pre-
sented several times during the past decade. The Russian reports from the Puchinov
Biophysics institute of the USSR Adademy of Sciences were never published in detail
and Webb's results had been debated on technical grounds. First detailed reports of
highly frequency dependant growth of yeast cells were then published by Grundler and
Keilmann. But their mm-wave applicator was complex and defied analysis of the specific
absorption rate (SAR) in the test solution. Grundler has since then introduced a
superior radiator. He presented his new results. There were three highlights in his
presentation. First, very detailed data with more points then ever before demon-
strated highly frequency dependant growth effects. Second, the new results confirm
the results with the earlier radiating device. Third, observations on single cells
and their response to the field also indicate high frequency specificity. The
extension of his new technique of single cell observation appears promising. Motzkin
from the Polytechnical Institute of New York briefly summarized her results, using
different techniques and materials. She has so far not been able to observe frequency
specificity. Nor has the Utah group headed by O. Gandhi which published their results
in detail about a year ago. But Gandhi et al obtained biological responses at (5 GHZ

intervals, while Grundler's results require resolution better than 10 MHZ. Others

Coherent Excitations in Biological Systems
Ed. by H. Frdéhlich and F. Kremer
© by Springer-Verlag Berlin Heidelberg 1983
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should try to duplicate Grundler's results, using the same technique and biological
endpoint. Until this is done, some will continue to debate the significance of
Grundler's results. If high frequency specificity will be accepted beyond doubt,
Froehlich's theory of coherent excitation in the mm~wave region will probably account
for such results. The implications to biophysical research are then no doubt enor-

mous even though at the moment unpredictable.

Some other papers in this category of mm-wave effects were presented by Kremer and
Genzel. Kremer observed non-thermal effects of mm-wave radiation on giant chromo-
somes. Since his frequency was swept between 64 and 69 GHz, high frequency speci-
ficity is not necessarily indicated. Genzel and coworkers studied the dynamics of
large biomolecules from 50 to 150 Ghz and in the range of 20 to 480 wavenumbers per
cm over an extended temperature range. Strong absorption peaks were observed and

a relaxation model proposed. But, as Genzel stated, these phenomena will probably
not take place if biomolecules in an aqueous medium are used because of the strong

absorption of liquid water.

Hasted also presented absorption data in the 10 to 550 cm™1 range. Proteins, poly-
saccharides and amino acids were investigated. The data demonstrated that absorption
features of the more complex proteins can be composed at least in part from those of
their subunits. Furthermore it appears that hydrogen bond vibration fumdamentals

and their harmonics are involved.

Hasted presented evidence for the existence of metastable states in proteins. The
existence of such metastable states have been suggested by Froehlich. Hasted demon-
strated that the dielectric properties of hemoglobin films consisting of 3 to 7
molecular layers display relaxation effects below some Hertz which are strongly
dependant on the applied field strength of some MV/m. Such field strength values
exist in biological membranes. Properties acquired under the influence of the
applied field return slowly over weeks to the original level. This writer mentioned
at the meeting that electrode polarization processes might participate in the low
frequency relaxation process. But it appears on closer examination of the data
provided by Dr. Hasted that this is less likely than originally anticipated. Clegg
presented a detailed summary of cytoplasmic organelles and the cytoskeleton discov-
ered only in recent years. He estimated the surface area of all such structures

in a cell. Assuming structured water to extend up to 100 or 150° from the surface
he concluded that most water inside cells ought to be different from normal water.
However if one assumes bound water to be restricted to a few molecular layers the

usual amounts of bound water would probably be arrived at.
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The last half day of the meeting was largely devoted to field induced forces and
their biological manifestations. These pondermedoric effects can cause many bio-
logical responses, are of a nonthermal nature and also frequency dependant, even
though this dependence is not as sharp as anticipated by Froehlich theory of mm-
wave interactions with biosystems. Pohl, who studies extensively the movement of
particles and cells in non-uniform alternating electrical fields gave an excellent
summary of it. Zimmermann, known for his past work on the breakdown of membranes
under electrical stress, has concerned himself in more recent years with a variety
of cellular responses to alternating and pulsed fields. He gave a stimulating
presentation and demonstrated how useful the study of these effects is for a variety
of purposes. Sauer presented a paper summarizing his derivation for the force
acting on a particle exposed to an alternating electrical field and the trajectory
of a particle approaching another one. The force equation was derived for the
general case that both particle and medium have complex permittivity, thereby
extending previous equations for the pure dielectric case. This finally should put

to rest a longstanding debate what equations to use in the complex case.

Biological interaction mechanism of electromagnetic radiation whose quantum energy

is far too low to form radicals have been of increasing interest during the past

two decades. Froehlich proposed more than a decade ago that biological reactions

to nonionizing radiation are likely to be nonlinear and highly frequency specific.
Indeed if such interactions were linear then the strong absorbance of water would
prevent a resonant response. So far it has not been possible to demonstrate

specific sites at the cellular or macromolecular level which could be responsive.
Suggestions include biological membranes, biological macromolecules, the intracellular
cytoskeleton, structured water near macromolecular surfaces. The papers in this

volume contribute to the debate even though they can not pinpoint yet a specific

interaction site . They contain valuable material likely to influence future research.

The meeting was well organized and supported financially by IBM Deutschland GmbH
Stuttgart. It took place in a pleasant well known West German spa and facilities
were excellent. Thanks are due to IBM and Professor Froehlich for making this meeting

possible.
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